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1. Introduction

The ultimate goal of many fields of neuroscience research is to harness the ability for the human brain to reorganize, as an understanding of how to induce plasticity in cortex could foster the development of treatments of such devastating conditions as paralysis, neurodegenerative disease and stroke. The specifics of the timing and types of reorganization possible in cortical sensorimotor maps have generated tremendous interest, both in the adult and juvenile brain. While it is clear that cortical representations in human are able to undergo significant reorganization during development (an early critical period of life) (e.g., [1-4]), the extent of reorganization possible in the developing human brain is still not fully known. In addition, there are likely differences in the timing and degree of reorganization possible across the different sensory modalities [5-11]. This chapter will focus on examples of plasticity in the visual cortex of the developing human arising from congenital disorders, with specific attention to the use of functional magnetic resonance imaging (fMRI) in in vivo measurements of these cortical changes.

1.1. The definition of plasticity

The phenomenon we refer to as ‘structural plasticity’ will be defined as the long-term reorganization of human visual cortex due to a structural change such as the growth of new axons [5] (Table 1). This type of reorganization is generally expected to be permanent and to take weeks or months to accomplish [12]. ‘Structural plasticity’ is to be differentiated from ‘adaptation’, which we use here to refer to rapid changes in visual processing arising from the normal organization of the visual system and not a result of long-term reorganization (see [5] for a detailed discussion of terms). Phenomena of adaptation are expected to be immediate and completely reversible. Furthermore, these two terms are to be separated from
‘functional plasticity’, which we will use to describe longer-term reorganization of human visual cortex, primarily due to re-weighting or unmasking of extant neural connections rather than to more extensive structural changes like the growth of new axons. Functional plasticity is expected to take days to weeks to accomplish, and it is still unclear how permanent it can be. At one point or another, each of these terms has been described using the term ‘plasticity’, and we would like to put an end to this non-specificity, as it leads to misunderstandings regarding each phenomenon.

1.2. Overview of developmental plasticity in the visual cortex of animal models

Many aspects of the development of the visual system have been extensively studied in animal models such as monkey and cat. The mammalian visual system develops in a balance between intrinsic, genetically-guided factors and activity-based experience [13-17]. The ability of the brain to wire and rewire itself based on visual input is known as experience-dependent plasticity (a form of structural plasticity) and plays a key role in determining the final organization of adult visual cortex [1, 12, 15, 18]. The following descriptions of visual cortex development in animal models can serve here as examples of what processes may underlie the visual cortex reorganization described in this chapter for the developing human.

In human and monkey, visual information travels from the retina through the lateral geniculate nucleus (LGN) of the thalamus to primary visual cortex (area V1) in the posterior occipital lobe [19]. In the adult primate, the inputs from each eye are organized into separate groups within V1 called ocular dominance (OD) columns [20]. Emerging from a literature which viewed the immature brain as a haphazardly wired structure that undergoes large-scale remodeling at birth to form OD columns, Hubel and Wiesel were surprised to find that the OD columns within primary visual cortex are actually organized at birth in an adult-like pattern [21-23]. Several subsequent studies investigated whether visual experience (e.g., light stimulation) is necessary for development of the mature pattern of OD columns seen in the infant brain [22-25]. Horton and Hocking [20] finally resolved the issue with heroic measurements of completely dark-reared infant macaque monkeys; the OD columns in these monkeys with no visual experience are organized like those measured in the adult macaque. Other features of cortical functional architecture, such as orientation tuning and orientation columns, are also present before any visual experience [15].

Further experiments investigating how this initial functional architecture is formed have unveiled activity-dependent processes that operate even before the retinal photoreceptors are functional and play a key role in determining the OD organization [16]. In utero, spontaneous coordinated waves of retinal ganglion cell action potentials are required for the development of normal OD and orientation columns [13, 15, 26, 27]. Thus, patterned retinal inputs to the cortex modify initially imprecise connections to produce an organized visual topography prior to the visual experience.

In turn, visual experience during an early critical period of life can profoundly alter the cortical visual topography formed by the in utero retinal activity [14, 18]. For example, if one eye is deprived of vision for several weeks in infancy, then most of the mature visual cortical neurons are responsive only to stimuli presented to the eye that remained open; the cortical
territory normally devoted to the closed eye is greatly diminished [18, 21]. This reorganization causes a loss of perception in the eye that was closed, as seen in cases of congenital cataracts leading to amblyopia and life-long blindness [28-31].

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Structural Plasticity</th>
<th>Functional Plasticity</th>
<th>Adaptation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Temporal scale of cause</strong></td>
<td>Longer than inciting factor</td>
<td>Longer than inciting factor</td>
<td>Short (~tracking input statistics)</td>
</tr>
<tr>
<td><strong>Temporal scale of effect</strong></td>
<td>Weeks to months</td>
<td>Days to weeks</td>
<td>Short (~tracking input statistics)</td>
</tr>
<tr>
<td><strong>Anatomical connectivity</strong></td>
<td>New connections</td>
<td>Likely re-weighted existing connections</td>
<td>Unlikely to change</td>
</tr>
<tr>
<td><strong>Receptive field: Location</strong></td>
<td>May change</td>
<td>May change</td>
<td>May change</td>
</tr>
<tr>
<td><strong>Receptive field: Size</strong></td>
<td>May change</td>
<td>May change</td>
<td>May change</td>
</tr>
<tr>
<td><strong>Receptive field: Gain</strong></td>
<td>May change</td>
<td>May change</td>
<td>May change</td>
</tr>
<tr>
<td><strong>Reversibility</strong></td>
<td>Not typical</td>
<td>Yes, in days to weeks</td>
<td>Yes, within a short time</td>
</tr>
</tbody>
</table>

Table 1 Characteristics of Plasticity and Adaptation. This table delineates core characteristics of three types of ‘plasticity’: structural plasticity, functional plasticity, and adaptation. Differentiating between each of the three can be difficult, because many measurements do not distinguish one type from another. In addition, there are not always sharp distinctions between the three phenomena. Confusion and controversy have often arisen from the non-specific use of the term ‘plasticity’ to describe these different cortical changes. This table is adapted and expanded from Box 1 in [5], a prominent review of plasticity and stability of the visual system.

1.3. Using the topography of visual cortex to track changes in human development

These examples of visual cortical development were studied in animal models using such invasive techniques as electrophysiology and histology. How can we study cortical changes in the living, developing human? One technique that is proving very effective is to measure visual field maps (VFMs) in human visual cortex with functional magnetic resonance imaging (fMRI) to study cortical reorganization in response to abnormal visual input [5].

Human visual cortex is organized into distinct VFMs whose locations and properties provide important information about visual computations [32-35]. In each retinotopically-organized VFM, neurons whose visual receptive fields lie next to one another in visual space are located next to one another in cortex, forming one complete representation of contralateral visual space. By taking advantage of the knowledge of the retinotopic organization of visual input, multiple cortical VFMs can be measured using fMRI with respect to the two orthogonal dimensions needed to identify a unique location in visual space: eccentricity and polar angle (Figs. 3A, 4A, 5A). Each VFM subserves a specific computation or set of computations; locating these VFMs allows for the systematic exploration of these computations across visual cortex [33, 36].

Understanding the organization of these maps provides a baseline for studying reorganization following abnormal development or cortical damage. This chapter will review a series
of studies of human developmental visual plasticity that capitalize on our ability to measure these VFMs with a high level of detail in individual subjects. We examine genetic, retinal, and cortical alterations that lead to reorganization of the cortical VFM organization. These examples of cortical developmental plasticity give us insight into the flexibility and constraints present in the human visual system.

2. Methods

2.1. General fMRI methods

Measurements of VFMs in human require very precise fMRI measurements and highly detailed, individual subject analysis [32, 34]. Before delving into the details of the two main types of fMRI experimental techniques used to measure VFMs, it is vital to remember that all fMRI techniques are empowered and limited by four common factors: the properties of fMRI in general, subject biology, experimental stimuli, and statistical analysis. Regardless of the cleverness of the experimental design, basic errors in any of these categories run the risk of rendering an entire study irrelevant due to inaccurate or misinterpreted results [37]. We will briefly review these factors with respect to their importance to visual field mapping.

2.1.1. Properties of fMRI

Let’s begin with the basics of fMRI. When neurons are active consequent to task-induced or spontaneous neural metabolic modulations, the ratio of diamagnetic, oxygenated hemoglobin to paramagnetic, deoxygenated hemoglobin in nearby blood increases after a few seconds with a characteristic profile, called the hemodynamic response function (HRF; for reviews and more details, see [38-41]). fMRI is a technique that takes advantage of such blood oxygen-level dependent (BOLD) activity in the brain by applying a strong magnetic field and encoding positions in space through slight differences in magnetic field strength and phase [40, 42]. This allows for a very specific spatial readout of brain activity (on the order of 1 mm³, often in the 1-4 mm³ range), but the hemodynamic response is on the order of seconds, which limits the ability of fMRI to distinguish fine temporal differences [43].

Scanners suitable for human research commonly have a magnetic field strength of 1, 1.5, 3, or 4 Tesla (T), though access to 7T scanners is becoming more common. The field strength affects many aspects of the scanning parameters that can be chosen, but there is a basic trade-off between spatial resolution and signal-to-noise ratio (SNR), although different field strengths may also suffer from differing distortions or artifacts [44-46]. Lower field strength gives researchers a lower SNR, which forces researchers to use larger voxels. A larger voxel size increases SNR, because signal can be averaged across a greater number of active neurons within a voxel. However, large voxels also reduce spatial detail, which is important for advanced fMRI techniques such as those used for visual field mapping [34, 38, 47]. A key element for making careful, accurate measurements of plasticity in human cortex is to be able to acquire both high spatial resolution images and high SNR. Naturally, there are many
other details to consider in the scanning parameters, but these are outside the scope of the chapter.

2.1.2. Subject cortical biology

The basic properties of fMRI scanners quickly become more complicated when biological factors are taken into account [39, 48, 49]. Air cavities, like the frontal sinuses or the ear canals, can create ‘blow-out’ artifacts in the images of the nearby portions of brain by locally distorting the magnetic fields [50]. Although less relevant for most measurements of visual cortex, it is a factor that should not be ignored. For example, if one were to compare visual activity in primary visual cortex to visual activity near these distorted regions, one may make incorrect inferences about activity level differences that have little to do with the experiment but instead are driven by these distortions [34, 38, 39, 48, 49, 51].

Another consideration is the arterial and venial physiology of individual subjects. Large draining veins may create distortions in the fMRI signal arising from neighboring cortex [52]. These distortions are unpredictable due both to the sensitivity of these distortions to the relative magnetic gradients and to the high variability of the venous system across individuals. For example, Winawer et al. [53] demonstrated the role for a ‘venous eclipse’ in the difficulties in measuring of the contiguous hV4 hemifield representation on the human ventral occipital cortex. These difficulties led to several years of confusion and controversy regarding the VFM organization in this region [33, 54-59].

It is also important to take the cortical anatomy of the individual subject into account. Although it is becoming more common practice in some fields to segment out white from gray matter and consider only activity occurring in gray matter, this is still not the standard approach [39]. As far as is currently known, the primary neural computations take place in gray matter; therefore, one should only consider activity in biologically relevant tissue, particularly when comparing regions of interest that could, without considering only gray matter, include different amounts of white matter as frequently occurs in typical slice-based analysis [60]. It should also be noted that not all white-gray matter segmentation is created equal—there are several algorithms used to parcel them out, but all require hand-editing for appropriate accuracy, which can be time intensive [32, 61-63].

2.1.3. Experimental stimuli

For any field of visual neuroimaging research, one must be incredibly careful in the choice of experimental stimuli, especially when contrasting activity between two or more types of stimuli. First, one must take into account the retinotopic nature of large portions of visual cortex [32-34, 64] and present stimuli in retinotopically consistent locations (unless activity is being measured for different locations of the visual field). Next, stimuli must be chosen that are equivalent on every aspect except those of interest. Unaccounted-for features can explain the results of interest when low-level features of stimuli are ignored in favor of interpreting data in terms of perceptual categories (e.g., [65, 66]).
2.1.4. Statistical analysis

In the unending search for statistical significance, researchers often use some variety of spatial averaging across subjects in order to increase their statistical power. There are two primary approaches to spatial brain averaging: morph individual subject brains onto a template brain or average locally based on local anatomical landmarks. From a behavioral experimental perspective, this may seem as reasonable as averaging together d-prime scores for individual subjects, but that is far from the case. One must take into account the inter-subject biological variability, not just in the location of veins, but of every aspect of the brain. Individual, neurologically normal subjects may have extra, missing, differently sized or differently folded gyri and sulci [67, 68]. The cortical surface of primary visual cortex, V1, can vary by a factor of ~2.5 among normal subjects, which not only affects the measurement of V1, but of all neighboring regions as a result of the displacement with respect to the underlying anatomy [69]. Although likely less problematic for vision, handedness has also been implicated in differences between hemispheric organization [70, 71]. Also, overall brain size can vary not only by gender, but by skull and body size. Additionally, skull shape can vary, shifting locations of individual brain regions due to the brain displacement relative to other subjects [72]. Obviously this is not an exhaustive list of normal variation, and it doesn’t even take into account the wide variety of possibilities for damage in people who self-report being neurologically normal—or the differences between patients with similar neurological conditions within a particular study of visual plasticity.

Despite these issues, the vast majority of researchers use spatial averaging. The only truly viable solution is functional averaging, which is where regions of interest (ROIs) are defined based on functional data, then data from corresponding ROIs across subjects are averaged together. For example, if one wanted to study color activity in hV4, one would first use a visual field mapping technique to map hV4 in each subject (see Travelling Wave Retinotopy and Population Receptive Field Modeling sections below), then average together color activity for each subject from their individually defined hV4 maps [32, 54]. In this way, each subject’s unique brain is taken into account rather than being distorted to approximate a template, and the relevant information is still averaged across subjects.

Finally, let us consider another common practice: spatial smoothing. This is when researchers average together activity in nearby voxels, often using a several-millimeter Gaussian kernel. What this allows researchers to do is to smooth the data for each voxel, reducing overall signal variability. However, such smoothing eliminates detailed information in the process. While this may be acceptable when one’s technique cannot utilize detailed spatial information, it is disastrous when applied to detailed information such as that contained in VFMs [33, 58].

2.2. Travelling Wave Retinotopy

Travelling Wave Retinotopy (TWR) was developed to measure retinotopically organized visual cortex. To do so, TWR takes advantage of knowledge gleaned from electrophysiological measurements of visual cortex in animal models about the structure and stimulus preferences of VFMs. Because many computations are required to create our visual experience,
our brains have many specialized VFMs which perform one or more of those computations across the entire visual scene (e.g., motion perception happens throughout our visual field, not just in the upper left quadrant).

Taking advantage of this knowledge, TWR uses two types of stimuli to measure the two orthogonal dimensions of visual space: eccentricity (i.e., center to periphery) and polar angle (i.e., around the clock) [32, 34, 73-76] (Figs. 3A, 4A). These stimuli tile across as much of the visual field as possible given field of view limitations with the MR scanner. The first stimulus is designed to elicit each voxel’s preferred eccentricity by presenting a high-contrast flickering stimulus shaped like a ring, expanding in discrete even steps from the center of vision (fixation) to the periphery. The second is designed to elicit each voxel’s preferred polar angle by presenting a high-contrast flickering stimulus shaped like a wedge that extends from the fovea to periphery, which rotates in discrete even steps around the fixation point. A checkerboard pattern commonly comprises the high contrast stimulus, as this pattern maximally stimulates V1; however, any pattern of interest can theoretically be used [77]. In each scan, only one type of stimulus is presented (rings or wedges), and all of visual space is cycled through several times with each stimulus (Fig. 1). Typically, several scans are then averaged together for each stimulus type. The type of activity driven by these stimuli physically appears to be a wave that travels from one end of the VFM to the other along iso-angle or iso–eccentricity lines, giving TWR its name.

The design of TWR presents all eccentricities or polar angles at a given frequency per scan (typically 6-8), which allows the use of Fourier analysis. First, TWR only considers activity that is at the signal frequency (typically 6-8 cycles/scan), excluding low-frequency physiological noise, among other things. A coherence analysis is then performed, where the strength at the signal frequency is divided by the strength at the other frequencies, and only voxels with coherence above a threshold are further evaluated (typically 0.15 to 0.30 coherence) [32, 34]. Finally, a phase is assigned to each voxel, which corresponds to a particular eccentricity or polar angle preference (Fig. 1).

Between these measurements of eccentricity and polar angle, TWR provides an estimate of the preferred RF center of the population of neurons with visual RFs in each voxel (Fig. 2). This technique is excellent at driving activity in early retinotopic areas (e.g., V1, V2, V3, hV4), in which neural RFs are relatively small [73, 74, 78, 79]. However, VFMs with larger neural RFs (e.g., regions in lateral-occipital cortex) are more difficult to measure, because the voxels respond to large swaths of the visual field [33, 78-80]. Even with large receptive fields, regions can still be retinotopically organized with retinotopically dispersed, preferred receptive field centers [32]. This large response field means that several TWR stimulus positions can similarly activate such a region. Because TWR analysis relies on measuring cortical responses in sync with the stimulus movement, regions that activate to a specific set of multiple stimulus positions may appear to have lower or no retinotopic responses, even with retinotopically dispersed RF centers.

Additionally, VFMs that have a larger degree of RF scatter within each voxel are more difficult to measure for the same reasons as large neural RFs. As a result of the power of TWR, it has become the standard workhorse for localizing and measuring the spatial details of
VFMs. Relative to other neuroimaging methods like general condition contrast (GCC) approaches, TWR provides an unprecedented amount of detail [32, 33, 77]. For example, while the GCC may reveal the location of a large cluster of voxels that has been termed the human motion complex, hMT+, TWR reveals several distinct, highly organized VFMs within that large voxel cluster [64, 81].

2.3. Population receptive field modeling

The most recently developed technique of those covered in this chapter is population receptive field (pRF) modeling [78]. Once it had become clear that there were serious limits to the ability of TWR to deal with VFMs with large RFs, researchers at Stanford University decided that the best solution was to use a model of the pRFs of each voxel in VFMs [78]. This approach arose in part from previous work in several studies [30, 57, 79, 82, 83], which measured receptive fields in human and macaque visual cortex. The logic of pRF
modeling is that, because VFMs are retinotopically organized, the population of RFs in each voxel of a VFM is expected to have similar preferred centers and sizes, allowing their combined pRFs to be estimated as a single, two-dimensional Gaussian RF (Fig. 2). Despite the fact that there is some variability in the neural RFs of each voxel in terms of their preferred center and size, termed RF scatter, the pRF provides a good, if somewhat slightly larger, estimate of the individual neural RFs in the voxel [78, 81, 84].

The advantages of the method are generally stated in comparison to the field standard for measuring VFMs, TWR. Not only does pRF modeling allow for the measurement of the preferred centers of the pRF of a voxel like TWR, but it also measures the spatial spread of the pRF, allows for the use of any stimulus that systematically tiles visual space, and takes less scan time to do, as it can use a single stimulus like a moving bar to measure both dimensions of visual space.

To accomplish this, the pRF model first creates a database of all possible pRF sizes and centers given the field of view of the stimulus used. Then, the model creates an expected HRF profile for each of the pRF possibilities based on an assumed or individually measured HRF. Finally, the model uses a least-squares fitting method to iteratively test each of the pRF possibilities for each voxel independently against the actual data collected [78]. Whichever pRF best fits the data is then assigned as the pRF for that voxel. Voxels are discarded if they do not have above a threshold of variance explained by the model. Although it is technically possible to use any stimulus that traverses the entire field of view, typically the stimuli take one of two forms. First is a slightly modified version of the TWR stimuli, in which neutral gray blank periods are inserted at an off-frequency from the stimulus frequency (e.g., 4 instead of 6-8 cycles/scan, so they are separable in the Fourier analysis). The second and increasingly common stimulus is a high-contrast flickering checkerboard moving bar stimulus that steps across the field of view in the 8 cardinal directions, again with several interspersed neutral gray blank periods. In theory, one could also tile visual space using any stimulus of interest, if the aforementioned stimuli do not drive the cortical region well. Since they were designed to drive activity in early visual cortex, it is possible other stimuli may perform better in higher-order VFMs [85, 86].

Because pRF modeling has proven so successful, we expect that it will eventually replace TWR as the standard method for measuring VFMs. Moreover, pRF modeling has an excellent future in the measurement of the details of pRFs, which is particularly important for the measurement of visual plasticity in humans. So far, the technique has primarily used a two-dimensional Gaussian profile for the pRF estimates, but researchers are working on the use of center-surround Gaussian pRFs, multiple location pRFs, and non-classical pRF shapes, which may allow for better pRF estimation as time continues [87]. For its purpose, the limitations of the pRF modeling method are essentially the measurement limitations of the scanner and stimuli used. In the future, it is likely that pRF modeling will be very successful when used in isolation, but also excellent to use in conjunction with other techniques.
3. Developmental plasticity following congenital lesions

Cortical reorganization is generally accepted by neuroscientists as a fact of life during development. Along the way to adulthood, neural structures grow, sprout, connect, and are pruned in a series of complex cascades and critical periods. In short, cortical reorganization not only happens during development, it’s rampant. Perhaps that is why there is less controversy surrounding claims of cortical plasticity as a result of congenital abnormalities. As a rule, the developing brain is more plastic than the adult brain, but in both cases, the brain is striking a balance between plasticity and stability [5].

For the visual system, the balance is decidedly skewed towards stability, except in the earlier stages of development [88]. Stability is very useful for the visual system in the adult, because there are very few circumstances under which changes in properties of neurons in visual cortex such as their spatial representations is beneficial after development [6]. In fact, in most circumstances, it would be costly and destructive to change visual circuitry in the brain. In effect, each portion of visual space has its own processing pipeline through the visual hierarchy, which is possible only if independent processing channels for each portion of space are maintained. If the visual system were highly plastic, portions of the visual field would necessarily be cross-wiring these processing pipelines, disrupting the processing hierarchy in chaotic fashion wherever a crossing occurred. Contrast this with the memory systems of the brain, which could not possibly function without a high degree of plasticity to encode memories and associate them with one another (e.g., [89]). Of course, memory systems are not entirely plastic, as memories must also be maintained, but the balance point between plasticity and stability is quite different from that of the visual system.

In the congenital orders described here, developmental alterations of the organization of visual input to cortex are expected to drive the reorganization of visual representations in visual cortex. This reorganization of cortical visual representations might occur in one or more of
the following ways (e.g., [5, 90]). First, major changes in the visual input to cortex may lead to a total disruption of retinotopic organization in visual cortex. Second, major retinal changes may lead to a reorganization of a section of cortical visual representation in response to a loss of retinal activity for a portion of visual space. Third, altered visual pathways could lead to a restriction of the field of view as cortical maps reach a limit on how much of the contra- and ipsilateral hemifields could be represented in each hemisphere. Fourth, changes in the crossing of the visual pathways could lead to larger-than-normal, contiguous representations of visual space representing more than the normal contralateral hemifield. Finally, such changes in visual pathways could produce overlapped visual field representations, in which an abnormal representation of the ipsilateral visual field is superimposed on the representation of the normal contralateral visual field. In a single congenital disorder affecting the visual system, one or even several such changes in cortical visual representations could theoretically be present. Measurements of what types of reorganization actually appear in these disorders highlight the capabilities for adaptation to altered visual inputs in human visual cortex.

The abnormal drivers of developmental plasticity in the visual system can be grouped into three major categories. The first are retinal lesions, in which visual information about a location is never present in the visual system because of a functional failure in retinal circuitry. The second are altered visual pathways, in which visual information is misrouted from the retina to its intended thalamic or cortical targets. Finally, we have cortical lesions, in which visual information enters the visual system, but undergoes abnormal processing due to a disruption in the cortical processing hierarchy. The following sections will describe examples from each category that were studied in human subjects using fMRI.

3.1. Congenital retinal lesions can produce changes in cortical visuospatial representations

3.1.1. Rod monochromatism

Two primary classes of photoreceptors tile the human retina: cones, which are maximally responsive under normal lighting (photopic) conditions, and rods, which are maximally responsive under very low lighting (scotopic) conditions [91]. The cones are highly concentrated in the fovea of each retina, whereas the concentration of rods drops dramatically and becomes zero within a radius of ~0.6-0.8° of visual angle about the eyes’ fixation point [91-93]. While the rod-free fovea occupies <1% of the retina, the cortical representation of this retinal region occupies roughly 20% of primary visual cortex [94].

Under scotopic conditions, normal subjects perceive a scotoma ~2-4° of visual angle in diameter at the center of their vision [93, 95-97]. This rod scotoma, like the blind spot, is functionally equivalent to a retinal lesion—light falls on a location in the retina but is not processed due to a lack of active photoreceptors (Fig. 3AB). Recent research indicates that the rod scotoma in normal adults does not fill-in lines or patterns or color, as rods alone do not give rise to color [97], but does fill-in diffusely lit surfaces [98]. The differences in filling-in properties of the rod scotoma from those of the blind spot likely are due to the differences in their cortical receptive field sizes (small vs. large), their ocularity (binocular vs. monocular),
their retinal locations (central vs. peripheral), and their physical exposures (infrequent vs. constant). Regardless, the cortical representation of the rod scotoma provides a natural testing ground for hypotheses regarding visual plasticity in response to retinal lesions.

Because we have invented many clever ways of maintaining photopic conditions outside of natural sunlight, modern humans are exposed to scotopic vision, and the rod scotoma, rather infrequently. Under normal conditions, occasional exposure to the rod scotoma, with cones inactive and rods active, throughout development and adulthood is not enough to induce cortical plasticity. For example, in adulthood, cortical representations of the fovea do not shift after prolonged exposure of one week to purely scotopic conditions. This was tested by Baseler et al. [95], who used TWR under photopic and scotopic conditions in normal subjects to map out the portions of V1 that represent the rod scotoma. They found no evidence for reorganization in these normal subjects either in the short term or after one week of adaptation. In fact, the region representing the rod-free fovea under photopic conditions was simply inactive under scotopic conditions, as expected from a lack of signal from the retina (Fig. 3AB).

![Figure 3. Visual Field Maps in Normal and Rod Monochromat Subjects.](image)

(A) Top: Eccentricity gradient for a VFM in a subject with normal vision viewing the stimulus under photopic (daylight) light conditions. Note the gradient running from the center to more peripheral eccentricities runs from right to left. This gradient would be orthogonal to the polar angle gradient in the bottom panel, such that each iso-eccentricity line has a representation of the full range of polar angles. The combination of the orthogonal gradients in top and bottom panels forms one complete representation of a hemifield of visual space. This forms one half of a complete VFM, with the corresponding half being located in the opposite hemisphere of the brain. Because the hemifield represented in this cartoon is the left (see legend in (D)), this map would be located in the right hemisphere. The colors denote positions in visual space represented in each cortical location. Note that the red colors depicting the center of space are represented in this cartoon VFM for a normal subject under photopic conditions. (B) Top: Eccentricity gradient for a VFM in a subject with normal vision viewing the stimulus under scotopic (starlight) light conditions. Bottom: Polar angle gradient of the same VFM, in the same subject under scotopic conditions. Note that the red colors depicting the center of space are not represented in the eccentricity gradient, nor are the corresponding locations of the polar angle gradient. The reason is that, under scotopic conditions, a normal subject has a “rod scotoma” at the center of their gaze where there are few-to-no rod photoreceptors; thus the portions of the VFM representing the center of gaze are not activated. (C) Top: Eccentricity gradient for a VFM in a rod monochromat under scotopic conditions. Bottom: Polar angle gradient for a VFM in a rod monochromat under scotopic conditions. Note that the red colors in the top panel of (A) have been replaced with yellow colors of (C), and that the corresponding locations in the lower panel of (C) are active, unlike the same location in the bottom panel of (B). The reason for this is that the rod monochromat’s VFM has reorganized, such that regions of the VFM that would have represented the rod-free fovea now represents regions just outside. (D) Top: Visual space legend for eccentricity. Each color represents an iso-eccentricity line in the left visual hemifield. Bottom: Visual space legend for polar angle. Each color represents an iso-polar angle line in the left visual hemifield.
What if, instead, you were exposed to the rod scotoma for every moment your eyes were open since birth? Would the cortical region that would normally represent the rod-free fovea remain inactive, or would this region of cortex reorganize to represent a still-active, rod-driven region of the retina? These questions can be investigated in a particular group of subjects called rod monochromats, who lack retinal cone function. This loss of cone function is due to a specific genetic mutation in the cone cells that disrupts the phototransduction cascade in all three types of cone photoreceptors [99, 100]; the cones are present in the retina in normal locations and density, but do not respond to stimulation by light [101]. As a result, rod monochromats depend upon only their rod photoreceptors to see and, as such, have been constantly exposed to the rod scotoma throughout development and into adulthood.

Baseler et al. [95] also used TWR under photopic and scotopic conditions to map out the region of V1 devoted to processing the rod scotoma in rod monochromats. In contrast to the results in normal subjects, their measurements showed that the rod monochromats had significant activity under both photopic and scotopic conditions in the region of V1 that would be expected to represent the rod-free scotoma (Fig. 3C). In addition, this cortical activity now represented parafoveal input; this cortical region had reorganized in rod monochromats to receive input from the region of retina surrounding the rod-free fovea. This result indicates that constant exposure to the rod scotoma throughout development leads to cortical reorganization, while infrequent exposure does not.

3.2. Genetic mutations that alter the optic nerves lead to significant alterations in cortical visual field map organization

3.2.1. Albinism

The most obvious abnormality associated with albinism is the lack of normal pigmentation of the skin, hair, and eyes due to a defect in melanin production [102]. A lesser-known abnormality is albinism’s disruptive effect on the development of the visual pathways, in which abnormal projections from each temporal retina carry additional ipsilateral information to each V1 [103-105]. Typically, each cortical hemisphere primarily represents the one contralateral hemifield of visual space (Fig. 4A), but with the abnormal projections in albinism each hemisphere represents a greater span of the visual field from the contralateral eye [106] (Fig. 4B). The question, then, is what happens with that information? Is the abnormal ipsilateral information simply suppressed, such that a normal contralateral hemifield representation is maintained in visual cortex, but with, perhaps, abnormal visual perception from the missing ipsilateral coverage? Or, do the projections lead to integrated representations of the ipsilateral information from the temporal retina? If the latter, how are these ipsilateral visual representations integrated into the normal contralateral ones?

Previous electrophysiological research in non-primate albino mammals has suggested that the genetic mutations that underlie albinism can drive different degrees of topographical reorganization in cortex (for review, see [105]). In one organizational pattern measured primarily in Siamese cats and albino ferrets that is called the ‘Boston’ pattern, the abnormal pathways are reorganized within the projections from the thalamus to cortex, which leads to
a contiguous representation of the abnormal and normal representations of visual space within visual cortex [105, 107-109]. In a second pattern called ‘Midwestern’ that is also seen in these mammals, the abnormal visual projections continue from the thalamus into visual cortex without reordering into a contiguous map with concurrent cortical suppression of the abnormally projecting pathways [105, 110]. The visual perceptual dysfunction in these patterns appears in some measurements to include a lack of behavioral sensitivity to the temporal retina [107, 111]. Both patterns have actually been measured within the primary visual cortex of the same animal [112].

The third and rarest pattern, called the ‘true albino’ pattern, has been measured in one non-human primate as well as a few albino mammals. These electrophysiological measurements suggested that this pattern lacks the reordering of inputs into cortex, forming a superimposed set of inputs from nasal and temporal retinae, but unlike the cortical suppression suggested in the ‘Midwestern’ pattern, these superimposed inputs are functional [113].

The use of electrophysiology in these studies makes the analysis of the broad organization of visual space across a cortical region difficult. The differing organizational patterns within discrete sections of primary visual cortex in individual albino animals highlights the importance of being able to examine larger regions of the cortical topography than provided by electrophysiological measurements. Functional MRI, however, provides excellent spatial resolution for visual field measurements across a broad field of view, the type of measurement necessary to fully examine the cortical pattern of the representations of visual space across larger swaths of cortex than possible with electrophysiology. In addition, fMRI more easily allows for analysis across a greater number of subjects, important to fully understand the extent of variations possible across individual subjects. Finally, the non-invasive nature of fMRI permits investigation into the effects of albinism on human cortical development.

A recent fMRI study by Hoffman et al. [114] used TWR to map out the cortical representations of visual space in VFMs V1, V2, and V3 in human subjects with ocular or oculocutaneous albinism. They found that the ipsilateral information from the temporal retina is abnormally represented in cortex and forms a mirror-image map in V1 that is superimposed on top of the normal contralateral representation from the nasal retinal projections, following the ‘true albino pattern’ [113] (Fig. 4; also see [104, 106]). This causes each voxel in V1 to represent two visual field locations that are mirrored around the vertical meridian. A similar pattern of integration was measured in VFMs V2 and V3. Together with the previous study in non-human primates, these results suggest that the developmental mechanisms that subserve the reorganization of thalamocortical projections in non-primate albino mammals are not active in albino primates, leading to a more exclusive ‘true albino’ pattern of topographical integration in primates.

A few further studies have explored how this abnormal integration of the retinal projections into early visual cortex representations relates to the deficits in visual perception described in albinism. In contrast to the results seen in several animal studies [107, 111], Hoffman et al. [115, 116] and Klemen et al. [117] found no visual field deficits related to the abnormal visual projections and cortical representations. Thus, human albinism presents an excellent ex-
Figure 4. Visual Field Projections in Normal and Albino Subjects. In all panels, the right eye is covered with an eye patch, and only information from the left eye reaches visual cortex. The left column concerns cases where the left side of visual space, which corresponds to the nasal retina of the left eye, is stimulated. The right column concerns cases where the right side of visual space, which corresponds to the temporal retina of the left eye, is stimulated. Top row: Eccentricity visual space legend. Each color represents an iso-eccentricity line in the visual hemifield. (A) Normal subject. Top row: Information flow from the retina to visual cortex. Note that the left side of visual space (nasal retina, left column) is passed to the right hemisphere, whereas the right side of visual space (temporal retina, right column) is passed to the left hemisphere. Bottom row: Eccentricity gradient response for left and right V1. Colors represent locations in visual space denoted by the legend at the top of the figure. Note that the left side of visual space (nasal retina, left column) is represented in right V1, whereas the right side of visual space (temporal retina, right column) is represented in left V1. (B) Albino subject. Top row: Information flow from the retina to visual cortex. Note that the left side of visual space (nasal retina, left column) is passed to the right hemisphere, as in the normal subject in (A). However, unlike the normal subject in (A), the majority of the right side of visual space (temporal retina, right column) is passed to the right hemisphere. Also note that a weakened, residual normal pathway still projects a portion of the left side of visual space (temporal retina, right column) to the left hemisphere. Bottom row: Eccentricity gradient response for left and right V1. Colors represent locations in visual space denoted by the legend at the top of the figure. Note that the left side of visual space (nasal retina, left column) is represented in right V1, as in the normal subject in (A). However, unlike the normal subject in (A), the majority of the right side of visual space (temporal retina, right column) is represented in right V1. Some of the right visual field is still represented in left V1, but not at the scale seen in the normal subject in (A).
ample of how intra-cortical self-organization during development allows abnormal representations to still subserve normal visual perception.

3.2.2. Achiasma

Albinism provided an example of how partial misrouting of the temporal retinal fibers can be successfully integrated into cortical topography as a mirror-symmetric map superimposed on the normal contralateral map. But what happens with a complete misrouting of the temporal retinal fibers? Is there a limit to the extent of such integration? Another relatively recently discovered congenital disorder called achiasma allows us to investigate these questions [118, 119].

Figure 5. Visual Field Projections in Normal, Achiasmatic, and Missing Hemisphere Subjects. In all panels, blue represents the left half of visual space and tan represents the right side (top panel). (A) Normal subject. An image falling on the retinae is separated into nasal and temporal components in each eye. The part of the image within the left hemifield (blue) falls on the nasal retina in the left eye and the temporal retina in the right eye. The information from these two sections of each retina representing the left hemifield is transmitted through the optic nerve to the optic chiasm. To keep the correct hemifield information together for collective cortical processing, the axons from the nasal retina of the left eye cross over to the right optic tract at the optic chiasm, while the axons from the temporal retina of the right eye remain on the right side. Together, these sets of fibers carrying left hemifield image information then project first to the right lateral geniculate nucleus (LGN) of the thalamus and then through the optic radiations to V1 at the occipital pole of the right cortical hemisphere. Retinotopic organization is preserved along these pathways and then integrated into specific maps within visual cortex under the guidance of molecular cues and patterns of coordinated activity. The same pathways operate in reverse for the right hemifield (tan). Note that this results in one complete representation of visual space distributed across both hemispheres. (B) Achiasmatic subject. Because the fibers from the temporal retinae failed to properly cross at the expected region of the optic chiasm, information from each eye is passed only to the ipsilateral hemisphere. Thus, information from the left eye remains in the left hemisphere and information from the right eye remains in the right hemisphere. Note that this forms two complete representations of the full field of visual space, one for each eye, in each hemisphere. (C) Missing hemisphere subject. The development of the right hemisphere terminated in utero; therefore information from the left eye cannot possibly be passed to the right hemisphere. Instead, like achiasmatic subjects, the information remains in the ipsilateral hemisphere. Note that this means the entire visual field must be represented in the left hemisphere, resulting in one complete representation of visual space. The dotted black and white line represents possible remnants of connections to an undeveloped right eye.
Normally, molecular cues guide the axons of the retinal ganglion cells to either cross (temporal retinal fibers) to form the optic chiasm or to remain ipsilateral (nasal retinal fibers) (Figs. 4A, 5A). In individuals with achiasma, this crossing fails, with axons across each entire retina projecting through the ipsilateral thalamus to the ipsilateral cortical hemisphere (Fig. 5B) [118, 119]. The behavioral effects of this disorder can include deficits related to ocular instability (e.g., nystagmus, problems with stereopsis) [120 122].

Functional MRI was first used to investigate the topographical changes in achiasma by Victor et al. [120]. This study used a full field visual stimulus to show that stimulation of each eye produced functional activity within only the ipsilateral hemisphere. In addition, they found that the stimulation of each hemisphere produced overlapping activity within primary visual cortex. Their subjects had few visual deficits, other than problems related to ocular instability. These findings suggest successful integration of the misrouted visual pathways into the cortical topography. However, the pattern of cortical integration could not be determined from these methods.

With the development of higher resolution fMRI methods like TWR [34, 74] and pRF modeling [78], researchers have since been able to investigate more details about the topographical integration as well as changes in receptive field properties of regions within V1. A very recent study by Hoffman et al. [122] used both TWR and pRF to reveal that the congenital changes in achiasma drive developmental reorganization much like that seen in albinism. The complete misrouting of temporal retinal fibers was able to be successfully integrated as an overlapping, functional map of the ipsilateral visual field on top of that of the contralateral field (Fig. 5B). Further, the pRF measurements gave the first glimpse into human receptive field changes in these congenital disorders of visual pathway misrouting. Their results demonstrate pRFs that represent bilateral regions of the visual field in both striate and extrastriate VFMs along the medial occipital lobe.

Hoffman et al. [122] further used diffusion tensor imaging (DTI) to measure the general topography of the geniculostriate and occipital callosal connections in their achiasmatic subjects. Previous studies in achiasmatic dogs showed that the misrouted fibers formed retinotopic maps of opposing hemifields in adjacent layers of the LGN of the thalamus, suggesting no regorganization of geniculostriate pathways. The DTI measurements in human confirmed both that there were no significant changes in the input tracts to visual cortex as well as grossly normal topography in the inter-hemispheric callosal connections between the VFMs along the calcarine sulci. Together with the fMRI topographical and receptive field measurements, these findings by Hoffman et al. [122] suggest that the majority of the developmental reorganization in achiasma occurs in the intra-cortical local wiring within visual cortex.

3.3. How does the visual cortex reorganize following a massive cortical lesion in utero?

3.3.1. Missing hemisphere

In our last section, a dramatic recent example of a cortical lesion in utero allows us to examine the effects of a massive structural change to cortex on the development of cortical visual field representations. Muckli et al. [123] used TWR to study VFMs in a girl whose right cerebral
hemisphere was completely absent at birth (Fig. 5C). She has only a rudimentary right eye and right optic nerve, but no right optic tract. Despite this extensive cortical loss and absent right eye, this subject has mostly normal visual function in both hemifields, with a mild left hemiplegia. Her spared bilateral visual functions suggest an enormous degree of developmental cortical reorganization [124].

In this very unusual case, the right hemisphere failed to develop around the seventh week of gestation due to an in utero lesion. Therefore, no crossing of temporal retinal fibers to the contralateral LGN and cerebral hemisphere was possible. Instead, the axons from the left retina carrying information from the entire visual scene (both hemifields) could only project to the occipital lobe of the left hemisphere (Fig. 5C).

In this situation, what happens with the integration of the retinal fibers from the single eye? As with the development of the visual pathways in congenital disorders with grossly intact cortical structures, four primary possibilities exist. The first could be termed ‘normal’ development, in which the contralateral visual field develops as usual and no ipsilateral representation is created, leading to a full left hemianopsia. The second is the opposite of the first, such that only the ipsilateral field is represented, leading to total right hemianopsia following suppression of the normal contralateral representation. The third is that contiguous VFMs, representing both hemifields, develop either as complete maps or in patches in place of contralateral hemifields. Finally, superimposed or interdigitated representations of the contralateral and ipsilateral hemifields may develop, as seen in albinism and achiasma. In addition, it is possible that more than one of these organizational structures could exist concurrently among VFMs, as seen in some non-primate albino mammals.

Interestingly, the TWR measurements by Muckli et al. [123] demonstrate such a concurrent existence of more than one organizational pattern in her intact left hemisphere. In V1, contiguous representations of both the contra- and ipsilateral visual fields were superimposed within the calcarine sulcus. However, discrete islands of ipsilateral quarterfield representations were also measured along the vertical meridian of V2 and V3, with a distortion of the contralateral visual field representations.

Why in this case do we see full field maps in addition to the superposition found in albinism and achiasma? Perhaps reorganization at an earlier stage of the visual pathways has occurred here. Muckli et al. [123] examined the organization of the visual field representations in the remaining left LGN. Unlike the reorganization seen in albinism [114] and achiasma [122] in which the contra- and ipsilateral representations remained segregated in the LGN, the measurements in this subject appeared to be fully overlapping, suggesting a greater degree of reorganization at this stage of visual processing. Similar LGN reorganization was measured in some albino cats and ferrets, which also had at least sections of contiguous full field visual field representations in their primary visual cortex [107-110].

The organization of the visual field representations is reflected in the extent of her preserved visual function. First, the fact that she has intact vision in the ipsilateral, right visual field demonstrates that the novel ipsilateral visual field representations are functionally relevant.
Second, visual perimetry mapping showed that both the right and left visual fields were centrally intact, but that both were somewhat restricted. Interestingly, the insertion of the ipsilateral islands into the contralateral representations resulted in both distortions of the cortical contralateral representations as well as concurrent distortions of her functional contralateral visual field. This restriction was more prominent in the upper visual field of both fields, in accord with the greater distortion of the contralateral visual field representation on the ventral cortical surface. The different patterns of self-organization in these VFMs in this unique case demonstrate a surprisingly flexible developmental restructuring in response to massive cortical loss.

4. Conclusion

This chapter has examined fMRI measurements of naturally-occurring cortical reorganization due to congenital abnormalities in the developing human visual system. These examples of retinal and genetic changes and cortical loss highlight the roles of plasticity and stability in the developing visual system. In these congenital conditions, the abnormally represented visual information has become available for grossly normal visual perception, despite limited compensatory alterations in the relatively stable geniculostriate projections. Together, these studies suggest that instead of large-scale reorganizations of the afferent visual pathways, relatively less drastic intra-cortical mechanisms underlie such developmental plasticity.

The next essential expansion of these findings is to apply our understanding of developmental plasticity to the controversial field of plasticity in adult sensory systems. Several aspects of cortical organization are thought to remain plastic into adulthood, allowing cortical sensorimotor maps to be modified continuously by experience. This dynamic nature of cortical circuitry is important for learning, as well as for repair following nervous system injury. Studies of the extent of cortical reorganization in adult primate visual cortex in response to changes in sensory input have produced quite disparate results, however (e.g., [1, 2, 125-138]). The ability to control cortical reorganization in the adult either by harnessing existing adult mechanisms for plasticity or by reactivating mechanisms of developmental plasticity would be a tremendous advancement in the treatment of cortical damage and neurodegenerative disease. The understanding of the balance of plasticity and stability in the human visual system arising from the examination of such congenital visual disorders as described here will be a key element of our progress towards this goal.
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