1. Introduction

In this chapter we discuss plane-wave propagation in a layered arbitrarily anisotropic media. One-dimensional (1D) arbitrary layered structure is usually formed by stacking together layers of several different materials with some specific thickness $d_j$ and refractive index $n_j$ as depicted on Fig.1.

Figure 1. Arbitrary layered structure

Nowadays layered photonic structures (LPSs) are key of optoelectronic and microwave devices such as, phased-array antennas, microcavities and mirrors [1,2], filters of xWDM systems [3], waveguide structures, photodetectors, sensors and others. In case of active devices the layered structures are usually used in form of superlattices [4-6], multiple quantum wells [7,8] and asymmetric multiple quantum wells [9].

Different kinds of materials are used today for design LPSs, such as linear and nonlinear [3,10] dielectric materials, anisotropic or bi-anisotropic materials [11], chiral media [12], metamaterials [13], etc. If one use these materials one can effectively control emission, propagation and...
detection of the electromagnetic waves, and develop new designs of the photonic devices and those for other parts of the electromagnetic spectrum. For instance, very active research worldwide is concentrated currently on the THz range, attempting to overcome the so called problem of the terahertz gap [14].

The analysis of propagation of the electromagnetic waves in periodic [3,11,13,15], quasiperiodic [12,16,17] and random [18] layered media is a problem which extends over all fields in the modern physics. Optics is the area where it is crucial to calculate spectral characteristics, absorbance coefficients, polarization properties and other features of the multilayer structures in a wide spectral range and at various thicknesses or material properties of constituents. Even in the fiber optics, where usually propagation characteristics of the optical pulses [19, 20] are considered, the spectral characteristics become of the principal interest when optical channel incorporates such inhomogeneities as fiber Bragg gratings and fiber knots, and microresonators based on them.

In addition the use of the optical control techniques for phased-array antennas [21-22] promises to alleviate many of the problems associated with traditional electronic steering systems. The unique properties of layered anisotropic photonic structures (for example see [11]) are suitable for this application.

Here we discuss the optical properties of one-dimensional arbitrarily anisotropic photonic multilayers. The main objective of the chapter is the obtaining of a solution to the numerical problem of the electromagnetic plane wave interaction with arbitrarily anisotropic and arbitrarily inhomogeneous one-dimensional photonic structures. It is well known that many of novel technological designs have resulted from analysis of the properties of materials and creation of new structural configurations for them. In order to develop a new structural configuration with unique properties, one needs to thoroughly understand the characteristics of the structure. This can be accomplished by applying an advanced computational engine.

Today several numerical techniques are commonly used to compute the spectral characteristics of the layered photonic structures and electromagnetic field distribution in the interiors [3,12-15,23-31]. The most known and, probably, most usable are the finite element method (FEM) [3,24], the transfer matrix method (TMM) [25,26], the finite difference time-domain method (FDTD) [15,27] and the beam propagation method (BPM) [28]. Unfortunately, some methods are entirely disregarding the anisotropy and the inhomogeneity of the constituent materials. The most of methods which do account for material anisotropy require that the permittivity tensor be diagonal. Others allow for nondiagonal tensors, but require that the off-diagonal elements be small in comparison to the diagonal terms [28]. Although these techniques are adequate for many layered structures, they cannot be easily applied to multilayers in which the anisotropy is arbitrary oriented along an oblique axis on the random layers. In contrast to these numerical methods the method discussed here makes it possible the analyzing of inhomogeneous-one-dimensional anisotropic multilayers with an arbitrary permittivity tensor and the optical axis arbitrarily oriented on any layer of LPS.

A general theory of electromagnetic propagation in periodic anisotropic layered media has been treated by a number of authors [26, 29-31]. The present chapter describes the efficient
physico-mathematical model pertinent to one-dimensional optical-range microstructures based upon anisotropic materials. The electromagnetic field scalarization procedure [29-30] is used after the initial vector electromagnetic diffraction problem is reduced to the boundary problem for two scalar potentials. As a result, a set of linear algebraic equations are obtained. By solving them we find the unknown transmission and reflection spectra for the structure under study. The major advantage of the proposed method is that homogeneous, piecewise homogeneous and continuously inhomogeneous flat-layered anisotropic media can be analyzed on the same footing.

The chapter is organized as follows: in Section 2 we present the method of calculation employed in the chapter, which is based on electromagnetic field scalarization procedure in conjunction with the finite-difference method; Section 3 is devoted to the presentation of the numerical results, together with the discussion of their main features; we summarize our study and conclude the chapter in Section 4.

2. Theoretical model

In this section we present the mathematical background for calculation spectral characteristics of anisotropic layered media. The presented theory is applicable to any anisotropic layers with arbitrary orientation of the optical axes on each layer and for arbitrary angle of incidence.

The structure under consideration is schematically depicted in Fig. 2. Let’s introduce the Cartesian coordinate system $x, y, z$ such that the $z$ axis is directed vertically upward. In this coordinate system, an inhomogeneous anisotropic layered medium is represented by the single layer that occupies the domain $-b < z < 0$, $-\infty < x, y < +\infty$. The upper free half-space $z > 0$ and substrate $z < -b$ are homogeneous and isotropic and have permittivities $\varepsilon_0$, $\mu_0$ and $\varepsilon_c$, $\mu_c$, respectively. In general case, all layers in this geometry are lossy media.

![Figure 2. The benchmark photonic structure](image-url)
permeability $\mu^\wedge$ and permittivity $\varepsilon^\wedge$ are continuous functions of the variable $z$. These complex-valued tensors $\eta^\wedge = \varepsilon^\wedge, \mu^\wedge$ can be expressed in Cartesian coordinates as:

$$\hat{\eta} = \begin{bmatrix} \eta_{xx} & \eta_{xy} & \eta_{xz} \\ \eta_{yx} & \eta_{yy} & \eta_{yz} \\ \eta_{zx} & \eta_{zy} & \eta_{zz} \end{bmatrix}.$$  \hspace{1cm} (1)

- the media are piecewise continuous, i.e. there are boundary surfaces $z = z_j = \text{const}, \ (\text{const} > 0)$, where properties of anisotropic media are varying stepwise;

- in the points $z = 0$ and $z = -b, \ (b > 0)$ the medium is bounded by homogeneous conducting planes or the planes permeable for the electromagnetic field. In our case the layered medium is confined by the impedance planes. These planes are characterized by impedance dyads $\hat{L}(a)$ and $\hat{L}(u)$:

$$\hat{L}^{(a,u)} = \begin{bmatrix} \hat{L}^{(a,u)}_{xx} & \hat{L}^{(a,u)}_{xy} \\ \hat{L}^{(a,u)}_{yx} & \hat{L}^{(a,u)}_{yy} \end{bmatrix}. \hspace{1cm} (2)$$

Here indices $a$ (above) and $u$ (under) correspond to upper ($z = 0$) and lower ($z = -b$) boundaries, respectively.

We will start with Maxwell’s equations, for complex field vectors $\vec{E}(R)$ and $\vec{H}(R)$, in the form:

$$\nabla \times \vec{E}(\vec{R}) - i k_0 \mu^\wedge(z) \vec{H}(\vec{R}) = -(4\pi/c) \vec{M}(\vec{R}), \hspace{1cm} (3)$$

$$\nabla \times \vec{H}(\vec{R}) + i k_0 \varepsilon^\wedge(z) \vec{E}(\vec{R}) = (4\pi/c) \vec{J}(\vec{R}),$$

where $k_0$ is the wave number in free space; $c$ is the velocity of light; $\vec{J}(\vec{R})$ and $\vec{M}(\vec{R})$ are electric and magnetic volume current densities, respectively; $\vec{R} = (x, y, z)$ is the radius vector. Here we assume the harmonic time dependence $\exp(-i\omega t)$ of the fields. Equations (3) are satisfied everywhere within the medium except the interfaces.

The electric and magnetic fields must satisfy the suitable boundary condition at the interfaces of the layered media:

- at the first, the tangential components of the electromagnetic field must be continuous at the all boundaries of the layered media:

$$\{z_0 \times \vec{E}_\perp\} = 0, \ \{z_0 \times \vec{H}_\perp\} = 0, \ \left( z = z_j, \ j = 1, 2, ..., N \right). \hspace{1cm} (4)$$
where $\hat{z}_0$ is unit vector along $z$ axis; $\vec{E}_{\perp} = \vec{E}_{\perp}(\vec{R})$, $\vec{H}_{\perp} = \vec{H}_{\perp}(\vec{R})$ are electric and magnetic field components that are orthogonal to $\hat{z}_0$. Throughout the chapter we use braces {} for next operator designation \{f(z)\} = f(z + 0) - f(z - 0);

- at the second, we introduce impedance boundary conditions that are desired on the above and the bottom boundaries of the inhomogeneous anisotropic structure:

$$\begin{align*}
\vec{E}_{\perp} + L^{(a)} \hat{z}_0 \times \vec{H}_{\perp} &= 0, (z = 0); \\
\vec{E}_{\perp} - L^{(a)} \hat{z}_0 \times \vec{H}_{\perp} &= 0, (z = -b). 
\end{align*}$$

The next one, in what follows we assumed that external sources and electromagnetic field components are represented by spatial harmonics with wave vector $\vec{\kappa} = (\kappa_x, \kappa_y, 0)$

$$\begin{align*}
\vec{J}(\vec{R}) &= \vec{J}(\vec{\kappa}, z) \exp(i\vec{\kappa} \cdot \vec{r}), \\
\vec{M}(\vec{R}) &= \vec{M}(\vec{\kappa}, z) \exp(i\vec{\kappa} \cdot \vec{r}); \\
\vec{E}(\vec{R}) &= \vec{E}(\vec{\kappa}, z) \exp(i\vec{\kappa} \cdot \vec{r}), \\
\vec{H}(\vec{R}) &= \vec{H}(\vec{\kappa}, z) \exp(i\vec{\kappa} \cdot \vec{r}).
\end{align*}$$

In expressions (6) – (7) $\kappa_{x, y}$ are the arbitrary complex constants, $\vec{J}(\vec{\kappa}, z)$, $\vec{M}(\vec{\kappa}, z)$ and $\vec{E}(\vec{\kappa}, z)$, $\vec{H}(\vec{\kappa}, z)$ are the vector amplitudes of the sources and the fields, respectively.

Now let’s try to obtain general expressions for the transmittance and reflectance of a layered medium.

2.1. Reduction of the electromagnetic field diffraction problem to a boundary value problem for scalar potentials

Now let’s consider in details the solving of the initial electromagnetic field diffraction problem. At first we should to introduce right-hand basis of vectors $\hat{a}_z$, $\hat{a}_\nu$, $\hat{a}_i$:

$$\begin{align*}
\hat{a}_z &= \vec{z}_0, \\
\hat{a}_\nu &= \vec{n}, \\
\hat{a}_i &= \vec{z}_0 \times \vec{n}.
\end{align*}$$

In writing eq (8) we have assumed that: $\vec{n} = \vec{\kappa} / \kappa$ is the unit vector, that is situated in the plane $z = 0$; $\kappa = \sqrt{\kappa_x^2 + \kappa_y^2}$ is the branch of the square root, which is chosen such that condition $0 \leq \arg(\cdot) \leq \pi$ shall be satisfied. These unit vectors obey the orthogonality relations:
\[ \hat{a}_\sigma \cdot \hat{a}_\tau = 0, \quad (\sigma \neq \tau). \]  

(9)

Then after scalar multiplication of the Maxwell's equations (3) by unit vectors \( \hat{a}_z, \hat{a}_l \) and using simple conversion of vector algebra we obtain \( E_{z,l} = \hat{a}_{z,l} \cdot E(k, z), \quad H_{z,l} = \hat{a}_{z,l} \cdot H(k, z) \) in terms of scalar potentials:

\[
\begin{align*}
E(z, l) &= \hat{a}_i \cdot \vec{E}(\kappa, z), \\
H(z, l) &= \hat{a}_i \cdot \vec{H}(\kappa, z).
\end{align*}
\]

(10)

In the basis of orthogonal vectors (8), vector amplitudes \( \vec{E}(\kappa, z), \quad \vec{H}(\kappa, z) \) can be written down as:

\[
\begin{align*}
\vec{E}(\kappa, z) &= \hat{V}_\eta (\bar{n}, z) E(\kappa, z) - \hat{W}_\eta (\bar{k}) h(\kappa, z) + (4\pi i/k_0 c, \hat{a}_\kappa (\bar{n}, z) \cdot \hat{j}(\kappa, z)), \\
\vec{H}(\kappa, z) &= \hat{V}_\mu (\bar{n}, z) h(\kappa, z) - \hat{W}_\mu (\bar{k}) e(\kappa, z) + (4\pi i/k_0 c, \hat{a}_\mu (\bar{n}, z) \cdot \hat{M}(\kappa, z)).
\end{align*}
\]

(11)

The following symbols are used in (11): \( \hat{V}_\eta (\bar{n}, z) \) and \( \hat{a}_\eta (\bar{n}, z), (\eta = \varepsilon, \mu) \) are the vector functions and the dyad functions, respectively; \( \hat{W}_\eta (\bar{k}) \)– vector differential operator:

\[
\begin{align*}
\hat{V}_\eta (\bar{n}, z) &= \hat{z}_0 \times \bar{n} + 1/a_\eta (\bar{n}, z) \left[ b_\eta (\bar{n}, z) \bar{n} + c_\eta (\bar{n}, z) \hat{z}_0 \right], \\
a_\eta (\bar{n}, z) \hat{a}_\eta (\bar{n}, z) &= a_i \times e(z) \times a_i = (e_i z_0 - e_{i0} \bar{z}_0) \hat{z}_0 + (e_{i0} \bar{z}_0 - e_{i z} z_0) \bar{n}, \\
\hat{W}_\eta (\bar{k}) &= (1/a_\eta (\bar{n}, z) k_0) \times \left[ (e_{i z} \bar{z} - e_{i z} \bar{z}_0) \hat{z} + (e_{i z0} \bar{z}_0 - e_{i z} z_0) \bar{n} \right], \\
a_\eta \rightarrow a_\mu, \quad \hat{a}_\eta \rightarrow \hat{a}_\mu, \quad \hat{V}_\eta \rightarrow \hat{W}_\mu, \quad (\varepsilon \rightarrow \mu).
\end{align*}
\]

(12)-(15)

In expressions (12) – (15), scalars \( e_{\sigma \tau} = e_{\sigma \tau}(\bar{n}, z), \mu_{\sigma \tau} = \mu_{\sigma \tau}(\bar{n}, z), \) \( (\sigma, \tau = z, l, t) \) are components of the relevant dyads \( \hat{e}, \hat{\mu} \) (1):

\[
\begin{align*}
e_{\sigma \tau}(\bar{n}, z) &= \hat{a}_\sigma \cdot e(z) \cdot \hat{a}_\tau, \\
\mu_{\sigma \tau}(\bar{n}, z) &= \hat{a}_\sigma \cdot \mu(z) \cdot \hat{a}_\tau.
\end{align*}
\]

(16)

The scalar functions \( a_\eta(\bar{n}, z), \quad b_\eta(\bar{n}, z), \quad c_\eta(\bar{n}, z), \quad (\eta = \varepsilon, \mu) \) that are used in (12) – (14) have the form:
\[ a_e = \varepsilon_{zz}E_{zll} - \varepsilon_{zl}E_{ztl}, \]
\[ b_e = \varepsilon_{zl}E_{ztl} - \varepsilon_{zz}E_{zll}, \]
\[ c_e = \varepsilon_{ll}E_{zl} - \varepsilon_{ll}E_{zll}, \]

\[ a_e \rightarrow a_{\mu}, \quad b_e \rightarrow b_{\mu}, \quad c_e \rightarrow c_{\mu}, \quad (\varepsilon \rightarrow \mu). \]

On the next step after scalar multiplication of the Maxwell’s equations (3) by the unit vector \( \hat{a}_t \), and using the expressions (11) we obtain:

\[ D_{ss}(\tilde{\kappa})h(\tilde{\kappa}, z) + D_{sp}(\tilde{\kappa})e(\tilde{\kappa}, z) = \left(4\pi/c\right)q_s(\tilde{\kappa}, z), \]
\[ D_{pp}(\tilde{\kappa})e(\tilde{\kappa}, z) + D_{ps}(\tilde{\kappa})h(\tilde{\kappa}, z) = \left(4\pi/c\right)d_p(\tilde{\kappa}, z). \]

Expressions (18) represent the system of coupled ordinary differential equations for two scalar potentials \( e(\tilde{\kappa}, z) \) and \( h(\tilde{\kappa}, z) \) within the interval \(-b < z < 0\); the external sources are entered into the quantities \( q_s(\tilde{\kappa}, z); D_{\varepsilon\zeta}(\tilde{\kappa}) \) are the scalar operators that depend on \( \tilde{\kappa} \) (\( v, \zeta = s, p \)).

These operators in explicit form are written as follows:

\[ q_s(\tilde{\kappa}, z) = ik_0 \left[ -\tilde{z}_0 \times \tilde{n} + \frac{1}{a_{\mu}(\tilde{n}, z)} \left( e_{\mu} \tilde{z}_0 + d_{\mu} \tilde{n} \right) \right] \cdot \tilde{M}(\tilde{\kappa}, z) + \]
\[ + \left[ \left( \tilde{\partial}_v \varepsilon_{zz} + i\kappa \varepsilon_{zz} \right) \tilde{z}_0 - \left( \tilde{\partial}_s \varepsilon_{zz} + i\kappa \varepsilon_{zz} \right) \tilde{n} \right] \cdot \tilde{f}(\tilde{\kappa}, z) a_{\mu}(\tilde{n}, z), \]
\[ q_s \rightarrow q_{\mu}, \quad \varepsilon \leftrightarrow \mu, \quad \tilde{f} \rightarrow \tilde{M}, \quad \tilde{M} \rightarrow -\tilde{f}; \]

\[ D_{ss}(\tilde{\kappa}) = \frac{\partial}{\partial z} \frac{\varepsilon_{zz}}{a_{\varepsilon}(\tilde{n}, z)} \frac{\partial}{\partial z} + i\kappa \left[ \frac{\partial}{\partial z} \frac{\varepsilon_{lz}}{a_{\varepsilon}(\tilde{n}, z)} + \frac{\varepsilon_{zl}}{a_{\varepsilon}(\tilde{n}, z)} \frac{\partial}{\partial z} \right] + k_0^2 \left[ \frac{\hat{\mu}(z)}{a_{\mu}(\tilde{n}, z)} - \kappa^2 \frac{\varepsilon_{ll}}{a_{\varepsilon}(\tilde{n}, z)} \right]; \]

\[ i\kappa^{-1}D_{sp}(\tilde{\kappa}) = i\kappa \left[ \frac{\varepsilon_{z}(\tilde{n}, z)}{a_{\varepsilon}(\tilde{n}, z)} + \frac{\varepsilon_{\mu}(\tilde{n}, z)}{a_{\mu}(\tilde{n}, z)} \right] \frac{\partial}{\partial z} \frac{\varepsilon_{\mu}(\tilde{n}, z)}{a_{\mu}(\tilde{n}, z)} - \frac{\partial}{\partial z} \frac{\hat{b}_{\varepsilon}(\tilde{n}, z)}{a_{\mu}(\tilde{n}, z)} \frac{\partial}{\partial z} \frac{\hat{b}_{\mu}(\tilde{n}, z)}{a_{\mu}(\tilde{n}, z)}, \]

\[ D_{ss} \rightarrow D_{pp}, \quad D_{sp} \rightarrow D_{ps}, \quad (\varepsilon \leftrightarrow \mu); \]

where:

\[ d_{\varepsilon} = \varepsilon_{zz}E_{zll} - \varepsilon_{zl}E_{ztl}, \]
\[ e_{\varepsilon} = \varepsilon_{ll}E_{zl} - \varepsilon_{ll}E_{zll}, \]

\[ d_{\varepsilon} \rightarrow d_{\mu}, \quad e_{\varepsilon} \rightarrow e_{\mu}, \quad (\varepsilon \rightarrow \mu) \]
After the substituting expressions (11) into condition (4) we obtain boundary conditions for scalar potentials $e(\kappa \rightarrow, z), h(\kappa \rightarrow, z)$ that satisfied on all boundaries $z = z_j$:

\[
\{ e(\kappa, z) \} = 0, \quad \{ h(\kappa, z) \} = 0,
\]
\[
\{ \frac{1}{a_\mu} (\vec{n}, z) \times \left[ (\mu_{zz} \hat{\partial}_z - i \vec{k} \mu_{l_z}) e(\kappa, z) - ik_0 b_\mu (\vec{n}, z) h(\kappa, z) \right] \} = 0,
\]
\[
\{ \frac{1}{a_e} (\vec{n}, z) \times \left[ (e_{zz} \hat{\partial}_z - i \vec{k} \kappa_{l_z}) h(\kappa, z) - ik_0 b_e (\vec{n}, z) e(\kappa, z) \right] \} = 0.
\] (24)

Substituting expressions (11), for vector amplitudes $\vec{E}(\kappa \rightarrow, z), \vec{H}(\kappa \rightarrow, z)$, into impedance boundary conditions (5) we obtain two pair of equations for scalar potentials and their derivates. The first pair of equations for lower boundary $z = -b + 0$ has the form:

\[
\left[ ik_0 a_{pp}^{(u)} (\vec{k}) + b_{pp}^{(u)} (\vec{k}) \hat{\partial}_z \right] e(\vec{k}, z) + ik_0 a_{ps}^{(u)} (\vec{k}) h(\vec{k}, z) = 0,
\]
\[
\left[ ik_0 a_{sp}^{(u)} (\vec{k}) + b_{sp}^{(u)} (\vec{k}) \hat{\partial}_z \right] e(\vec{k}, z) + ik_0 a_{ss}^{(u)} (\vec{k}) + b_{ss}^{(u)} (\vec{k}) \hat{\partial}_z \right] h(\vec{k}, z) = 0,
\] (25)

where:

\[
a_{pp}^{(u)} (\vec{k}) = 1 + \frac{\kappa \mu_{l_z} (\vec{k}, z)}{k_0 a_\mu (\vec{n}, z)} l_{uu}^{(u)} (\vec{k}),
\]
\[
b_{pp}^{(u)} (\vec{k}) = \frac{\mu_{zz} (\vec{n})}{a_\mu (\vec{n}, z)} l_{uu}^{(u)} (\vec{k}),
\]
\[
a_{ps}^{(u)} (\vec{k}) = l_{ul}^{(u)} (\vec{k}) + \frac{b_\mu (\vec{n}, z)}{a_\mu (\vec{n}, z)} l_{ul}^{(u)} (\vec{k}),
\]
\[
b_{ps}^{(u)} (\vec{k}) = \frac{e_{zz} (\vec{n})}{a_e (\vec{n}, z)} l_{ul}^{(u)} (\vec{k}),
\]
\[
b_{sp}^{(u)} (\vec{k}) = \frac{b_e (\vec{n}, z)}{a_e (\vec{n}, z)} l_{ul}^{(u)} (\vec{k}) + \frac{\kappa \mu_{l_z} (\vec{k}, z)}{k_0 a_\mu (\vec{n}, z)} l_{ul}^{(u)} (\vec{k}),
\]
\[
b_{ss}^{(u)} (\vec{k}) = \frac{\kappa e_{zz} (\vec{n})}{k_0 a_e (\vec{n}, z)} - \frac{b_\mu (\vec{n}, z)}{a_\mu (\vec{n}, z)} l_{ul}^{(u)} (\vec{k}) + l_{ul}^{(u)} (\vec{k}).
\]

In expressions (26) the equality is used $L_{\alpha \tau}^{(u)}(\vec{k}) = \vec{a}_\alpha \cdot L_{\alpha \tau}^{(u)} \cdot \hat{a}_\tau$, $(\alpha, \tau = z, l, t)$. 

---
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The boundary conditions for top plane \((z = -0)\) are similar to (25). They are resulting from the following replacements in (25) – (26): 
\(b_{pp}^{(α)}(κ) → -b_{pp}^{(ω)}(κ), \quad a_{ps}^{(α)}(κ) → -a_{ps}^{(ω)}(κ), \quad b_{sp}^{(ω)}(κ) → -b_{sp}^{(ω)}(κ), \quad b_{ss}^{(ω)}(κ) → -b_{ss}^{(ω)}(κ)\); in formulas for \(a_{pp}^{(ω)}(κ), a_{sp}^{(ω)}(κ), a_{ss}^{(ω)}(κ)\) upper index \(u → a\) and \(κ → -κ\).

2.2. Numerical solutions by finite-difference method

Now let’s build a numerical solution of the problem of monochromatic plane wave diffraction on the inhomogeneous anisotropic layered structure. We will assume that the structure is piecewise homogeneous along the axis \(z\) and within each homogeneous layer the anisotropic material is gyrotropic one, or, particularly, an uniaxial material with arbitrary orientation of the optical axes.

The electromagnetic properties of the benchmark structure in a fixed point of the space are defined by permeability and permittivity dyads:

\[
\begin{align*}
\varepsilon_\perp(z) &= \varepsilon_\perp^i(z) + (\varepsilon_{1}(z) - \varepsilon_{\perp}(z)) \hat{a} \hat{a} - i f(z) \hat{a} \times \hat{I}, \\
\mu(z) &= \mu_{\perp}(z) \hat{I} + (\mu_{1}(z) - \mu_{\perp}(z)) \hat{b} \hat{b} - i g(z) \hat{b} \times \hat{I}.
\end{align*}
\] (27)

Here, \(\varepsilon_\perp(z), \varepsilon_1(z), f(z)\) and \(\mu_{\perp}(z), \mu_1(z), g(z)\) are twice differentiable functions of the variable \(z\); \(I\) is the identity dyad; \(\hat{a}\) and \(\hat{b}\) are the unit vectors in the direction of the optical axes which have the following components in the Cartesian coordinate system:

\[
\begin{align*}
\hat{a} &\equiv \hat{a}(z) = \left( \cos \theta_a \sin \varphi_a, \cos \theta_a \cos \varphi_a, \sin \theta_a \right), \\
\hat{b} &\equiv \hat{b}(z) = \left( \cos \theta_b \sin \varphi_b, \cos \theta_b \cos \varphi_b, \sin \theta_b \right).
\end{align*}
\] (28)

For the sake of clarity, the sloping angles \(\theta_a, \theta_b\) and the azimuthal angles \(\varphi_a, \varphi_b\) which determine the optical axes direction, are shown in Fig. 3 and therewith we have:

\[
-\pi/2 ≤ \theta_a, \theta_b ≤ \pi/2, \\
0 ≤ \varphi_a, \varphi_b ≤ 2\pi.
\] (29)

Figure 3. The optical axis orientation in the arbitrary layer
At the same time we consider that an incident (s- or p-polarized) plane wave arrives from the free half-space \((z>0)\) in the direction of the unit vector \(\hat{l}_m\) which is determined by the sloping angle \(\theta\) and the azimuthal angle \(\varphi\), as depicted in Fig.2. Its components in the Cartesian coordinate system are as follows:

\[
\hat{l}_m = \left(\cos \theta \cos \varphi, \cos \theta \sin \varphi, -\sin \theta\right),
\]

\[
-\pi/2 \leq \theta \leq \pi/2, \quad 0 \leq \varphi \leq 2\pi.
\]

Let us assume the inhomogeneous anisotropic structures under consideration with thickness \(b\) are placed on isotropic (or anisotropic) homogeneous substrate with permittivity and permeability \(\varepsilon_c, \mu_c\). In general case, \(\varepsilon_c\) and \(\mu_c\) are complex values. We assume also that anisotropic layer is bounded above \((z>0)\) by free half-spice with \(\varepsilon_0, \mu_0\). In the case presented here, the anisotropic layer is inhomogeneous in the thickness; it means, that structure’s parameters are depended on the coordinate \(z\), but they are invariable along the axes \(x\) and \(y\). Generally these parameters are piecewise continuous functions of \(z\).

Then scalar potentials \(e(\kappa, z), h(\kappa, z)\) beyond the anisotropic layer will be presented by the following expressions:

- in the free half-spice \((0<z<+\infty)\):

\[
e(\kappa,z) = \left(e^{-i\gamma_0 z} + R_p e^{i\gamma_0 z}\right)A_p + R_s A_s e^{i\gamma_0 z},
\]

\[
h(\kappa,z) = \left(e^{-i\gamma_0 z} + R_s e^{i\gamma_0 z}\right)A_s + R_p A_p e^{i\gamma_0 z},
\]

- in the substrate \((-\infty<z<-b)\):

\[
e(\kappa,z) = \left[T_s A_s + T_p A_p\right]e^{-ik_0 n(z+b)},
\]

\[
h(\kappa,z) = \left[T_s A_s + T_p A_p\right]e^{-ik_0 n(z+b)}.
\]

Here \(\gamma_0 = k_0 \sin \theta; \quad n = \sqrt{\varepsilon_c \mu_c - \cos \theta}; \quad 0 \leq \text{arg} n \leq \pi\); complex values \(A_p\) and \(A_s\) characterize electromagnetic (s or p –polarized) wave’s components. The s- (p-) polarized light corresponds to an electric (magnetic) field be parallel to the layers.

In the expressions \((32) – (33)\) we have introduced the complex reflection \(R_{v\xi}(v, \xi = p, s)\) and transmission \(T_{v\xi}\) coefficients, which depend on: wave number in the free space \(k_0\); angles \(\theta, \varphi\) and other geometrical and electrodynamical parameters of the problem. The coefficients with similar lower indices \((v=\xi)\) describe conversion of the incident wave into the wave with the
same polarization. By analogy, reflection and transmission coefficients with dissimilar lower indexes \((v \neq \xi)\) describe conversion of the incident wave into the wave with the orthogonal polarization. In that notation, the left lower index \(v\) corresponds to the polarization of the reflected/transmitted wave; the right lower index \(\xi\) corresponds to the polarization of the incident wave.

Notice, that the presence of the “crossed” reflection \((R_{sp}, R_{ps})\) and transmission coefficients \((T_{sp}, T_{ps})\), which are responsible for incident plane wave depolarization, is the specific properties of anisotropic media (see, for example [31]).

As it follows from the expressions (32) – (33):

- for the case of \(s\) – polarized incident plane wave \((A_s = 1, A_p = 0)\):

\[
\begin{align*}
R_{ss} &= h(\vec{k}, 0) - 1, \\
R_{ps} &= e(\vec{k}, 0), \\
T_{ss} &= h(\vec{k}, -b), \\
T_{ps} &= e(\vec{k}, -b);
\end{align*}
\tag{34}
\]

- for the case of \(p\) – polarized incident plane wave \((A_s = 0, A_p = 1)\):

\[
\begin{align*}
R_{pp} &= e(\vec{k}, 0) - 1, \\
R_{sp} &= h(\vec{k}, 0), \\
T_{pp} &= e(\vec{k}, -b), \\
T_{sp} &= h(\vec{k}, -b).
\end{align*}
\tag{35}
\]

The impedance boundary conditions (25) for the scalar potentials can be rewritten in the following form:

\[
\begin{align*}
\partial h / \partial z &= i k_0 \left( \lambda_{sp}^{(u)} e + \lambda_{ss}^{(u)} h \right) + f_s, \\
& \quad (z = -0); \\
\partial e / \partial z &= i k_0 \left( \lambda_{pp}^{(u)} e + \lambda_{ps}^{(u)} h \right) + f_p, \\
& \quad (z = -b + 0).
\end{align*}
\tag{36}
\]

\[
\begin{align*}
\partial h / \partial z &= i k_0 \left( \lambda_{sp}^{(u)} e + \lambda_{ss}^{(u)} h \right), \\
& \quad (z = -b + 0). \\
\partial e / \partial z &= i k_0 \left( \lambda_{pp}^{(u)} e + \lambda_{ps}^{(u)} h \right),
\end{align*}
\tag{37}
\]
The values $\lambda_{v\xi}^{(a,u)}$, $f_v$ are depending on the angles $\theta$ and $\varphi$ and have the form:

\[
\lambda_{pp}^{(a)} = \frac{1}{\mu_{zz}(0)} \left[ a_{\mu}(0) \sin \theta - \mu_{iz}(0) \cos \theta \right],
\]

\[
\lambda_{ps}^{(a)} = \frac{b_{\mu}(0)}{\mu_{zz}(0)},
\]

\[
\lambda_{sp}^{(a)} = \frac{b_{t}(0)}{\varepsilon_{zz}(0)},
\]

\[
\lambda_{ss}^{(a)} = \frac{1}{\varepsilon_{zz}(0)} \left[ a_{\varepsilon}(0) \sin \theta - \varepsilon_{iz}(0) \cos \theta \right];
\]

\[
\lambda_{pp}^{(a)} = -\frac{1}{\mu_{zz}(-b)} \left[ a_{\mu}(-b) \frac{\eta_{t}}{\mu_{t}} + \mu_{iz}(-b) \cos \theta \right],
\]

\[
\lambda_{ps}^{(a)} = \frac{b_{\mu}(-b)}{\mu_{zz}(-b)},
\]

\[
\lambda_{sp}^{(a)} = \frac{b_{t}(-b)}{\varepsilon_{zz}(-b)},
\]

\[
\lambda_{ss}^{(a)} = -\frac{1}{\varepsilon_{zz}(-b)} \left[ a_{\varepsilon}(-b) \frac{\eta_{t}}{\mu_{t}} + \varepsilon_{iz}(-b) \cos \theta \right];
\]

\[
f_s = -2ik_0a_{\varepsilon}(0) \sin \theta \Lambda_s/\varepsilon_{zz}(0),
\]

\[
f_p = -2ik_0a_{\mu}(0) \sin \theta \Lambda_p/\mu_{zz}(0).
\]
\[
\begin{align*}
&\left\{ A_j x_{j+1} + B_j x_j + C_j x_{j-1} + D_j y_{j+1} + F_j y_j + G_j y_{j-1} = 0, \\
&\quad P_j x_{j+1} + Q_j x_j + R_j x_{j-1} - K_j y_{j+1} - L_j y_j - M_j y_{j-1} = 0,
\end{align*}
\]

\[\text{(42)}\]

\[
\begin{align*}
&\left\{ x_1 - x_0 \left( 1 + ik_0 b \lambda^{(u)}_{ss} \right) - ik_0 b \lambda^{(u)}_{sp} y_0 = f_{ss}, \\
&\quad y_1 - y_0 \left( 1 + ik_0 b \lambda^{(u)}_{pp} \right) - ik_0 b \lambda^{(u)}_{ps} y_0 = 0.
\end{align*}
\]

\[\text{(43)}\]

Here, the first equation set (41) is corresponding to the finite-difference approximation of the boundary conditions (36) imposed at \( z=0 \), \( A_j = 1 \), \( A_j = 0 \). The next equation set (42) is the finite-difference approximation of the differential equations (18) and the next one equation set (43) is the finite-difference approximation of the boundary conditions (37) imposed \( z=-b; f_{ss} = \Delta b f_s \).

The coefficients \( A_j, \ldots, M_j \) that enter the equations (42) are given by the expressions:

\[
\begin{align*}
A_j &= \frac{\varepsilon_{zz}(z_j)}{a_z(z_j)} + \frac{1}{4} \left[ \frac{\varepsilon_{zz}(z_{j+1})}{a_z(z_{j+1})} - \frac{\varepsilon_{zz}(z_{j-1})}{a_z(z_{j-1})} \right] + \frac{ik_0 b \cos \theta}{2} \left[ \frac{\varepsilon_{zz}(z_j)}{a_z(z_j)} + \frac{\varepsilon_{zz}(z_{j+1})}{a_z(z_{j+1})} \right], \\
B_j &= -2 \frac{\varepsilon_{zz}(z_j)}{a_z(z_j)} + (k_0 b)^2 \left[ \frac{1}{a_z(z_j)} \right] - \cos^2 \theta \frac{\varepsilon_{zz}(z_j)}{a_z(z_j)}, \\
D_j &= -\frac{ik_0 b}{2} \left[ \frac{d_z(z_j)}{a_z(z_j)} + b_z(z_{j+1}) \right], \\
C_j &= \frac{\varepsilon_{zz}(z_j)}{a_z(z_j)} + \frac{1}{4} \left[ \frac{\varepsilon_{zz}(z_{j+1})}{a_z(z_{j+1})} - \frac{\varepsilon_{zz}(z_{j-1})}{a_z(z_{j-1})} \right] - \frac{ik_0 b \cos \theta}{2} \left[ \frac{\varepsilon_{zz}(z_j)}{a_z(z_j)} - \frac{\varepsilon_{zz}(z_{j+1})}{a_z(z_{j+1})} \right], \\
E_j &= -(k_0 b)^2 \cos \theta \left[ \frac{\varepsilon_{zz}(z_j)}{a_z(z_j)} - \frac{\varepsilon_{zz}(z_{j+1})}{a_z(z_{j+1})} \right], \\
F_j &= -\frac{ik_0 b}{2} \left[ \frac{d_z(z_j)}{a_z(z_j)} - b_z(z_{j-1}) \right], \\
G_j &= -\frac{ik_0 b}{2} \left[ \frac{d_z(z_j)}{a_z(z_j)} - b_z(z_{j-1}) \right].
\end{align*}
\]

\[\text{(44)}\]

The system of equations for the \( p \)-polarized incident plane wave, can be received from (41) – (43) by the substitutions \( f_{ss} \rightarrow 0 \) and \( 0 \rightarrow f_{pp} = \Delta b f_p \) in the systems (41), (43). For the case, when anisotropic layer is uniaxial media: \( f(z) = g(z) = 0 \).
As a result, a set of linear algebraic equations (41) – (43) with dimension $2N + 2$ is derived. Obtained linear system of equations can be solved by standard techniques such as Gauss method. By solving it we find the unknown transmission and reflection factors for the structure under study.

3. Results and discussion

In this section we present the results of numerical simulations that illustrate the influence of anisotropy and inhomogeneities of the materials composed of layers in the structure being studied upon the mechanisms of diffraction of the incident plane electromagnetic wave.

All structures presented here are based on the porous silicon (PSi). Today, PSi plays an important role in a number of applications. These include microcavities [11,32], photonic crystals [33], waveguide structures [34], photodetectors [35], sensors [36], etc. Besides, PSi has the potential to be an optically active material in the case when an acceptable electro- or thermo-optic media is infiltrated into the pores [32]. Therefore, porous silicon is an excellent candidate for tunable optical interconnects and optical switches. For all these applications a strict control over the reflectance and transmission properties of PSi layers is required.

Today porous silicon attracts a great deal of attention because it’s a material with great technological promise. The main advantages of PSi may be summarized as follows:

- PSi is a simple and low cost dielectric material that can be easy prepared;
- PSi is a promising material for photonic applications due to its excellent thermal and mechanical properties, obvious compatibility with standard Si-based technologies;
- PSi is a suitable material for the formation of arbitrary multilayers. PSi multilayers are almost arbitrary combination of layers with different thickness and porosity (refractive index), because these two parameters can be relatively easily controlled during the formation process of porous silicon.

It is well known that the PSi films can be produced by anode electrochemical etching of the monocrystalline silicon plates [37]. The nanometer-size pores tend to grow in the direction of electrochemical etching and, accordingly, nanocrystal formation sets in. The porosity $P$ and the effective refractive index $n_{\text{eff}} = \sqrt{\varepsilon_{\text{eff}}}$ of PSi are controlled by the current density under electrochemical etching, because the effective refractive index of PSi is determined by the porosity and refractive index of the medium inside the pores. Thus, by periodically varying the magnitude of current density we are able to obtain the structure with alternating layers of different porosity and, consequently, with different refractive indices.

The bulk silicon crystal is not birefringent due to its cubic crystal symmetry. However, porous modification of silicon can exhibit strong in-plane anisotropy of the refractive index [37,38]. The observed birefringence depends on the porosity, the size of Si nanocrystals, the spacing between them and the dielectric properties of surrounding medium. As was demonstrated in
PSi layers, with dimension of the pore about 10-30 nm, have properties of the negative uniaxial crystal with diagonal permittivity tensor

\[
\varepsilon = \begin{bmatrix}
    n_0^2 & 0 & 0 \\
    0 & n_0^2 & 0 \\
    0 & 0 & n_e^2 \\
\end{bmatrix},
\]

whose birefringence magnitude \( \Delta n = n_0 - n_e \) is up to 0.24. In expression (45) \( n_0 \) is the index of refraction for the waves polarized perpendicularly to the optical axis, which are called “ordinary” or “o – waves”; \( n_e \) is the index of refraction for the waves polarized parallel to the optical axis, which are called “extraordinary” or “e – waves”. It is important to note that if \( n_e > n_0 \) the crystal is said to be positively uniaxial, in opposite case if \( n_e < n_0 \) the crystal is said to be negatively uniaxial. When a linearly polarized wave of arbitrary polarization direction enters an anisotropic medium, it will be split into two components polarized along the two allowed polarization directions which are determined by the direction of the wave vector relative to the axes of the indicatrix. As a result, each \( s \)- or \( p \)- polarized plane wave incident on such an anisotropic photonic structure will generate two reflected and two transmitted plane waves containing both \( s \)- and \( p \)- polarized planewaves. For the special cases when the principal axes of the layers are parallel or perpendicular to the fixed axes, the \( s \)-and \( p \)-polarized waves remain uncoupled [26].

Two types of PBG structures are investigated, namely, a distributed Bragg reflector (DBR) in other words photonic crystal (PhC) and a microcavity.

**Figure 4.** Schematic presentation of PSi-based PhC: the dark layers have high porosity (low refractive index) and the bright layers are of low porosity (high refractive index)
The simplest multilayered PBG structure is one-dimensional photonic crystal as depicted on Fig. 4. It’s well known that PhCs are class of optical media represented by the natural or artificial structures with periodic modulation of the refractive index. Such optical media have some peculiar properties which gives an opportunity for a number of applications to be implemented on their basis. The most important property which determines practical significance of the PhC is the presence of the omnidirectional photonic band gap. The PBG refers to the energy or frequency range where the light propagation is prohibited inside the PhC. As an example of such a PhC one can give a Bragg grating which is widely used as a distributed...
reflector in vertical cavity surface emitting lasers. Besides, such structures are widely used as antireflecting coatings which allow dramatically decrease the reflectance from the surface and are used to improve the quality of lenses, prisms and other optical components.

![Figure 7: Reflectance spectra $R_{ss}$ as function of the incident azimuthal angle $\phi$](image)

![Figure 8: Reflectance spectra $R_{ps}$ as function of the incident azimuthal angle $\phi$](image)

First, we study light propagation in a one-dimensional photonic crystal, which was identical to PhC that was experimental investigated by Aktsipetrov et al. [39]. It consists of 25 pairs (building blocks) of lossy anisotropic layers with refractive indices: $n_{o1} = 1.39 + 0.008i$, $n_{e1} = 1.32 + 0.008i$, $n_{o2} = 1.58 + 0.008i$, $n_{e2} = 1.5 + 0.008i$. The materials are assumed to be nonmagnetic so that $\mu = 1$ throughout the whole layered medium. The physical thickness of the layers...
was chosen such that the optical thickness of layers was equal to $\lambda_c/4$, where $\lambda_c = 800\,\text{nm}$ is the Bragg wavelength corresponding to the photonic band gap (PBG) centre at the normal incidence ($\theta = 90^\circ$). The numerical modeling were made for the case where the optical axes of all structure layers were oriented in one and the same direction.

The comparison of the results of the proposed numerical scheme with results of the cited experimental work [39] is presented on Fig. 5. The reflectance spectra demonstrate existence of a PBG with a reflectance of about 0.9 in the wavelength region of 770–860 nm. As we see theoretical result is in very good agreement with the experimental one. So proposed method can be successfully used for computation of the spectral characteristics of 1D anisotropic layered structures.

For all the structures discussed here, the reflection/transmission spectrum is strongly dependent on the incident sloping $\theta$ and azimuthal $\phi$ angles. The dependences of the reflection spectra of PSi-based distributed Bragg reflectors from variation of the sloping angle $\theta$ and the azimuthal angle $\phi$ of the incident $s$-polarized plane wave are shown in Fig. 6. – Fig. 8. In all cases we take $\lambda_c = 800\,\text{nm}$.

It may be seen from the Fig. 6 that in agreement with the theory the width of the high reflectance region (width of the photonic band gap) is decreased with decreasing the sloping angle $\theta$, and the central wavelength of PBG is shifted to the short wavelength region. In this case we assume that $\phi = \phi_a = 0^\circ$ in result the conversion incident wave to wave with orthogonal polarization is absent.

The influence of the azimuthal angle $\phi$ on the conversion of the incident plane wave is show in Fig. 7-8. The curves presented are calculated at $\theta = 80^\circ$, $\theta_a = 45^\circ$ and $\phi_a = 0^\circ$. Note that in a uniaxial crystal the maximum angular separation of the “o” and “e” waves, in other words the maximum conversion of the incident linearly $s$- or $p$-polarized plane wave into the cross-polarized wave, occurs when the wave vector has the angle $\phi_{\text{max}} = 45^\circ$ with the optic axis [31]. Also we should note that the value of $\phi_{\text{max}}$ is proportional to $|n_o - n_e|$. Analyzing the figures 7-8, we can see that when the incident azimuthal angle $\phi$ varies:

- the reflectance spectra demonstrate conversion of the incident $s$-polarized plane wave into the wave with same (Fig. 7) and orthogonal (Fig. 8) polarization. It occurs within the wide range of the incident azimuthal angles;

- the spectra also show a shift in the PBG spectral position when the azimuthal angle is changed. The largest shift, about 20 nm, is observed under variation of the incident azimuthal angle $\phi$ from 0° to 90°. This results are in agreement with [39];

- the maximum conversion of the incident $s$-polarized wave into the wave with orthogonal polarization occurs at the incident azimuthal angle $\phi = 45^\circ$ (see Fig. 8(b)), that is in conformity with [31]. In this case two reflection peaks with magnitude about 0.3 are clearly observed in the reflectance spectra $R_{ps}$. The first reflection peak with the central wavelength 780 nm
is corresponding to the short-wavelength PBG edge for case $\varphi=90^0$. The second one with the central wavelength 835 nm – to the long-wavelength PBG edge for case $\varphi=0^0$.

The influence of the sloping and the azimuthal angles $\theta_a$, $\varphi_a$ (which determine direction of the optical axes) on the conversion incident s-polarized plane wave into wave with orthogonal polarization at the Bragg wavelength ($\lambda_c=800$ nm) is shown in Fig. 9(a,b). Reflection coefficients $R_{ps}$ is calculated at incident angles $\theta=80^0$ and $\varphi=0^0$. It is clear from this graph that:

- the maximum value of $R_{ps}$ is around 0.4 (see Fig. 9(b)) and corresponds to the sloping angle $\theta_a=0^0$ and the azimuthal angles $\varphi_a=m \cdot \pi / 4$, $(m=1, 3, 5, 7)$ that is in accordance with [31];
- in the case $\varphi_a=m \cdot \pi / 2$, $(m=0, 1, 2, 3, 4)$ the conversion of the incident wave into the wave with orthogonal polarizations is virtually absent $R_{ps}=0$.

Finally, we can conclude that reflection coefficients of the investigated structures are very sensitive to the azimuthal angle $\varphi_a$ and the incidence angles $\theta$ and $\varphi$. When the angles of incidence $\theta=90^0\varphi=0^0$ and the azimuthal angle $\varphi_a$ possesses values $0^\circ$ or $90^\circ$, the s- and p-modes are almost uncoupled, and the value of the $R_{ps}$ remains very small. The situation is similar to that one in the case of isotropic materials. With the exception of these particular values of $\varphi_a$, there is a great mixing between s- and p-modes that gives rise to the emergence of a large reflection coefficient $R_{ps}$.

![Figure 9](image-url)  
**Figure 9.** Reflection coefficient $R_{ps}$ as function of the sloping and the azimuthal angles.

The PSi-based mirrors studied above are periodic structures, but one important property of PhC is the presence of narrow resonance (localized defect modes) in the PBG region when a disorder is introduced in their periodic structure. Usually “defect” is a layer with half-wavelength optical thickness that inserted in the middle of the dielectric stack. Fig. 10 shows...
a scheme of a typical PSi-based microcavity structure consisting in an active layer sandwiched between two distributed Bragg reflectors (PSi mirrors). At that, the reflectance spectrum of the whole structure is changed. As a rule, when the parameters of defect layer are properly selected, sharp transmittance peak appears within the main reflectance band. The wavelength of the transmittance peak corresponds to the resonant wavelength of the defect. For instance, if the thickness of the defect layer is twice larger than it was in defectless structure, the transmittance peak appears at the Bragg wavelength of the corresponding defectless structure. Thus, if the radiation with wavelength equal to Bragg wavelength of defectless reflector falls at this structure it will pass the structure almost without the reflectance. If the defect thickness will be slightly different, the wavelength of the transmittance peak will be different as well.

![Figure 10. Schematic presentation of PSi-based microcavity](image)

The advantage of using PSi microcavities is that the position of the transmittance peak is completely tunable by changing the properties of the central layer (i.e. porosity and thickness) during the electrochemical etching condition and by the infiltration of organic molecules (for example liquid crystals [32]).

Now, let’s discuss the influence of anisotropy of layers on the optical properties of the microcavity. In cited case the PSi-based microcavity consist of two mirrors (each of them
consists of 12 building blocks) separated by active layer with optical thickness $\lambda_c/2$ and low porosity.

The Fig. 11 shows the reflectance spectra of the microcavity for both $s$- (solid curve) and $p$- (dashed curve) polarized incident plane waves. It should be noted that spectra reveal the presence of photonic band gap with a reflectance of about 0.85-0.9 and microcavity mode within the PBG for both polarizations. Analyzing both spectra together, we can observe a spectral shift of the microcavity mode when the incident polarization is changed. This particular effect is also the manifests an attribute of birefringence and can be used in dividing the incident radiation polarization. In our case, the central wavelengths of resonance peaks are $\lambda_{sc}=796 \, nm$ and $\lambda_{pc}=817 \, nm$ for $s$- and $p$- polarization, respectively. Taking into account this result, we can consider that the variation in the incident radiation polarization brings about the shift $\Delta \lambda = |\lambda_{pc} - \lambda_{sc}|$ of the microcavity mode, and this shift may be as high as 21 nm for presented case.

![Figure 11.](image)

Figure 11. $s$- and $p$- polarized reflectance spectra of microcavity. In this case $\lambda_s=800 \, nm$, $\theta=80^\circ$, $\varphi=\varphi_s=0^\circ$, $\theta_s=45^\circ$.

Figure 12 plots the spectral shift of the microcavity mode for $p$- and $s$-polarized light, as a function of the of azimuthal angle $\varphi$. From this figure, some particular effects can be highlighted:

- the orientation of the optical axes of the layers with respect to incidence plane of $s$- or $p$-polarized waves influences on the quantity of resonant peaks within PBG area and its location on the wavelength scale. Particularly, with the increasing of azimuthal angle, the “additional” well recognized resonant peak is appeared in the stopbands for both polarizations of the incident plane waves. It correlates with results of the paper [40];
as a general trend, the value of the “main” resonant peak is decreasing with increasing the azimuthal angle $\phi_a$ and it completely disappears when $\phi_a = 90^\circ$. There against, the magnitude of the “additional” resonance peak is increasing with increasing $\phi_a$ and it has maximum value in the mentioned above case;

- both transmission peaks have identical magnitudes when azimuthal angle $\phi_a \approx 48^\circ$ for both s- and p- polarization;

- the extreme cases, namely $\phi_a = 0^\circ$ and $\phi_a = 90^\circ$, correspond to presence of single-defect mode within PBG region, while in the other cases this mode splits into two defect modes. The comparison of the results presented in Fig. 12(a) and 12(b) shows that $\lambda_{s0} = \lambda_{p90} = 796 \text{ nm}$ and $\lambda_{s90} = \lambda_{p0} = 817 \text{ nm}$. Here we used next definition for central wavelengths – $\lambda_{xy}$. In this notation, the left subscript index $x = s, p$ is corresponding to polarization of incident wave; the right subscript index $y = 0, 90$ is corresponding to quantity of azimuthal angle $\phi_a$;

- also, in the extreme cases, we observed the shift of the resonance peaks $\Delta \lambda = |\lambda_{p0} - \lambda_{p90}| = |\lambda_{s0} - \lambda_{s90}|$ about 21 nm to the short-wavelength and long-wavelength regions for p- and s-polarization, respectively. This result is in good agreement with the experimental results \cite{39}.

![Figure 12](image_url). Microcavity resonance shift based on the azimuthal angle $\phi_a$ change. Reflectance spectra for p- and s-polarized incident plane wave are depicted on Fig. 12(a) and Fig. 12(b), respectively.

The Fig. 13 shows characteristics similar to those one presented on Fig. 12, but for cross-polarized components $R_{sp}$ and $R_{ps}$. In these figures we can see that within the PBGs areas the reflection coefficients $R_{sp}$ and $R_{ps}$ have local minimum that occur around the wavelength $\lambda = (\lambda_{p0} + \lambda_{p90})/2 = (\lambda_{s0} + \lambda_{s90})/2$. 

---

**Figure 12.** Microcavity resonance shift based on the azimuthal angle $\phi_a$ change. Reflectance spectra for p- and s-polarized incident plane wave are depicted on Fig. 12(a) and Fig. 12(b), respectively.
4. Conclusions

In conclusion, the present chapter describes the mathematical background for calculation of spectral characteristics of the birefringent layered media. On the basis of the presented theoretical description and its numerical approximation the influence of material anisotropy of PSi-based layered photonic structures on their optical properties has been theoretically investigated. All these multilayer PBG structures have been designed for 0.8 μm applications.

The reflectance spectra of some photonic structures for both polarization of the incident plane wave are calculated. The agreement between the numerical calculations and the experiments [39] are obtained. It was shown numerically that anisotropy of layered media reduces to polarization transformation of the incident plane wave. Notably, the maximum conversion of incident plane wave into the wave with orthogonal polarization occurs when the optical axis of the structure have angles $\varphi_a = m \cdot \pi / 4$, ($m = 1, 3, 5, 7$) with respect to the incidence plane of s- or p-polarization incident plane. In contrast to this, the conversion of the incident wave into the wave with orthogonal polarizations is absent when $\varphi_a = m \cdot \pi / 2$, ($m = 0, 1, 2, 3, 4$).

Also from our numerical calculations, we conclude that the location of the PBG edges and location of microcavity modes within PBG region are different for s- and p- polarized waves and their spectral positions change under rotation of the optical axis of the structure with respect to the wave vector of the incident electromagnetic wave. The variation of polarization of the incident radiation brings about the shift of the microcavity mode, and this shift may be as high as 21 nm for discussed case. This particular effect can be used in the devices that divide the incident radiation according to polarization.

In addition the obtained results can be used in the designing of PSi-based photonic devices:
• spectral- and polarization-selective elements (filters);
• electrically tunable filters and optical switches. In this instance it is required that the pore be filled with liquid crystals;
• polarization converters;
• time-delay elements for optically controlled phased-array antenna system.
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