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Abstract The inertial and friction parameters of a robot are used in the development and evaluation of model-based control schemes and their accuracy is related directly to the performance. These parameters can also be used for a realistic simulation, which may be useful before implementation of new control schemes. In principle, the numerical value of the parameters could be obtained via CAD analysis, but inevitably assembly and manufacturing errors exist. Direct measurement is not a realistic option because the complex nature of the system involves intense, time-consuming effort. Alternatively, we can deduce the values of the parameters by observing the natural response of the system under appropriate experimental conditions, i.e., by using identification schemes, which is an efficient way. This paper presents the experimental evaluation of five identification schemes used to obtain the inertial and friction parameters of a three-degrees-of-freedom direct-drive robot. We assume that the inertial and friction parameters are totally unknown but, by design, the dynamic model is fully known, as in many practical cases. We consider the schemes based on the dynamic regression model, the filtered-dynamic regression model, the supplied-energy regression model, the power regression model and the filtered-power regression model. This paper presents a comparison between experimental and simulated robot response, which enables us to verify the accuracy of each regression model.

Keywords Direct Drive Robot, Identification Schemes, Regression Models, Least-Squares Algorithm

1. Introduction

Model based control schemes for robot manipulators, such as computed-torque control, PD+ control and PD control with computed feedforward, require accurate
information on the robot dynamics. An accurate system-identification process is a crucial step required to improve the performance of such control schemes, while enabling a realistic robot simulation. Dynamic parameters can include the mass, the inertia tensor, the length and the centre of gravity of each link, as well as the friction coefficients. The value of such parameters is, in general, not known in advance, even by the robot manufacturer. Often, the only model available is the kinematic model of the manipulator, while the dynamic model is not well known. Direct measurement of the dynamic parameters is not a realistic option, because assembling and disassembling the robot is not an easy task. Also, a CAD-based model is insufficient because inevitably assembly and manufacturing errors exist. Therefore, identification techniques for robot manipulators are particularly attractive to determine the dynamic parameters of robot manipulators when a direct measurement of the parameters of each link is not a viable solution. In this context, an experimental identification scheme is the most practical alternative.

In robotic identification, commonly the ordinary nonlinear differential equations describing the dynamical model of a manipulator with revolute and prismatic joints, are expressed in a linear fashion with respect to the unknown dynamic parameters. Although friction is a complex nonlinear phenomenon, a friction model consisting of only Coulomb and viscous friction is an acceptable simplification for many robotics applications. Also, by using this friction model, the friction phenomenon can be described in a linear scheme with respect to the unknown Coulomb and viscous-friction parameters, which is consistent with the linear-model structure.

The linear-model structure is used particularly in a few identification schemes based on regression models. For example, early work requiring joint-acceleration information within the regression model is referred to as the dynamic-regression model or the differential-regression model [1, 2]. The first approach requiring joint-acceleration, referred to as the filtered-dynamic regression model, was proposed by Hsu [3].

The total energy applied to robot manipulators can be described in a linear-model structure by a combination of the dynamic and friction parameters, according to the principle of energy conservation. Such a form was used to propose the supplied-energy regression model [4], also known as the integral model [1]. Both the filtered dynamic model and the energy model are regression models independent of joint acceleration. It is well known that the supplied energy model leads to a scalar prediction error while the filtered dynamic model leads to a vector-prediction error.

Another regression model based on the principle of energy conservation was proposed by Reyes and Kelly [5]. That regression model was referred to as the filtered-power model and was derived indirectly from the supplied-energy model proposed by Gautier and Khalil [4]. The supplied-energy model involves the integral of the power while the filtered-power model contains a low-pass filter of the power. The filtered-power model can be obtained by the differentiation with respect to time of the supplied-energy model after applying a low-pass filter.

In the literature there are many references related to the identification of robots. However, during the last decade only a few works include an experimental comparison of the various regression models. In earlier papers we can read about the experimental comparison between filtered-dynamic and supplied-energy models on a direct driven, two link robot [1]. As shown in this reference, the filtered-dynamic model has advantages with respect to the supplied-energy model. In [2], both regression models were tested on a non direct-drive robot and it is concluded that the filtered-dynamic model has advantages over the supplied-energy model.

Reyes and Kelly [5] presented a comparison, based on experimental evidence, between three regression models tested on a two-degrees-of-freedom direct-drive robot. In this work, the tested regression models were the filtered-dynamic, the supplied-energy and the filtered-power models. These schemes belong to the hybrid identification philosophy [6], i.e., the estimation is performed by a recursive estimator while the regression model is formulated in continuous time. They concluded that the filtered-dynamic scheme provides better parameter estimates with increased complexity in the implementation. The other regression schemes reduce the computational process and are more suitable for real-time implementation. Also if Coulomb friction is present, the filtered-power model offers advantages over the approach based on the supplied-energy model. Note that in [5], the identified parameters were compared to those obtained by measuring the link parameters and later used to reproduce simulated results which are compared with current experimental data. A difference in behaviour was observed.

Recent approaches in dynamic-parameter identification consider direct and indirect identification processes. In the indirect identification process, system parameters are individually identified in multiple steps. The identification trajectories usually consist of one or two joints motions at a time, which can be generated by simple controllers. Examples of such identification methods can be found in [7, 8, 9].

On the other hand, direct identification methods are based on a single motion trajectory that excites all the parameters.
of the robot dynamics. The challenging part of this method is the design of the identification trajectory that leads to an optimum estimation of the system parameters. The trajectory optimization problem is addressed in several research works such as [10, 11, 12, 13].

In [14] the authors present an overview of the dynamic parameter identification of robots. They classify methods as off-line and on-line and also discuss trajectory optimization. In [15] we can find a comparison between two methods to estimate only the inertial parameters of an industrial robot: the least squares method and particle swarm optimization. They conclude that the accuracy of the estimated parameters depends on the estimation methods, the measurement accuracy and the selection of efficient exciting trajectories. We can find another interesting proposal, for example in [16], which presents a method to estimate individual parameter values based on a dependency analysis of the regressors based on measured motion trajectory data. In [17] the authors propose a new method for parameter identification that only uses the force/torque measurement. The method is based on a closed-loop simulation using the direct dynamic model, the same structure of the control law and the same reference trajectory.

In this paper a procedure to obtain the parameter identification of a robot manipulator is presented. Therefore, the main goal of this work consists of designing an experimental comparison of off-line robot-dynamics estimation between the following five identification schemes: the dynamic model, the filtered-dynamic model, the supplied-energy model, the power model and the filtered-power model. Such hybrid identification schemes can be considered as direct identification processes. In these schemes, the same estimator, the recursive least-squares algorithm, is implemented. We assume that the dynamical and friction parameters of our experimental direct-drive arm are unknown. In order to validate the parameter values obtained from the best regression scheme, we compare open loop joint positions of the actual robot with simulations, using a robot model with these identified parameters. Another procedure for validating the identified parameters consists of reproducing the applied torque from the torque computed with dynamical model. This comparison is also presented. The experimental platform used is a three-degrees-of-freedom direct-drive robot and the complete dynamic model is developed and presented in explicit form. In order to obtain the complete dynamic model, an approach based on Lagrange’s equations of motion is used. In technical literature related to robot identification, there are works that includes as case studies a two-degrees-of-freedom direct-drive robot, such as [5, 17, 18, 19, 20]. A few works includes as case studies an anthropomorphic three-degrees-of-freedom direct-drive robot, or the first three-degree-of-freedom of a more complex robot, also a small number of them exhibit the explicit model or show the procedure to obtain it. Among these works, some features of mass distribution were assumed in order to simplify the analysis and get an approximate-simplified model. Examples of papers that include experimental results using a three-degree-of-freedom robot are [12, 13, 15, 21, 22]. In the case of our experimental robot, the model was developed without assuming any shapes in the links, i.e., the links are modelled as a general rigid body, as a result a complete dynamic model was obtained.

2. Dynamical model for direct drive robots

The dynamical analysis of the bodies in movement determines a relationship between applied generalized-external forces and the motion of the object; in robotics such relationships are implied by joint torques/forces applied by the actuators and the motion of the robot. The motion of the robot is described by the joint positions, joint velocities and joint accelerations of the robot arm as a function of time. Robot manipulators have complex nonlinear dynamics. However, fortunately robot dynamic models can be obtained in closed form, in a straightforward way by using, for example, Lagrange’s equations of motion. The use of Lagrange’s equations requires the notion of two important concepts: kinetic and potential energies.

It is well known that the dynamics of a serial n-link rigid robot can be written as:

\[ M(q)\ddot{q} + C(q,\dot{q})\dot{q} + g(q) + f(q) = \tau \]  

(1)

where \( q \in \mathbb{R}^n \) is the vector of joint displacements, \( \dot{q} \in \mathbb{R}^n \) is the vector of joint velocities, \( \ddot{q} \in \mathbb{R}^n \) is the vector of joint accelerations, \( \tau \in \mathbb{R}^n \) is the vector of applied generalized forces/torques, \( M(q) \in \mathbb{R}^{n\times n} \) is the symmetric positive definite manipulator inertia matrix, \( C(q,\dot{q}) \in \mathbb{R}^{n\times n} \) is the matrix of centripetal and Coriolis torques, \( g(q) \in \mathbb{R}^n \) is the vector of gravitational torques obtained as the gradient of the robot total potential energy \( U(q) \) and \( f(q) \in \mathbb{R}^n \) is the friction torque vector. Although friction is a complex nonlinear phenomenon, a friction model consisting of only Coulomb and viscous friction is an acceptable simplification for many robotics applications. In this paper we consider the common Coulomb and viscous friction models:

\[ f(q) = \begin{bmatrix} f_1(\dot{q}_1) \\ f_2(\dot{q}_2) \\ \vdots \\ f_n(\dot{q}_n) \end{bmatrix} \]  

(2)
where:

\[ f_i(q_i) = h_i q_i + f_{ci} \text{ sgn}(q_i) \]  \hspace{1cm} (3)

It is well known that it is possible to define combinations of inertial parameters such that the dynamical model (1) is linear with respect to each combination. The complete set of parameters describing the mass distribution is referred to as barycentric parameters. The dynamic model contains only a few independent combinations of these barycentric parameters and the friction parameters, as follows:

\[ Y(q, \dot{q}, \ddot{q}) \theta = \tau \]  \hspace{1cm} (4)

where \( Y(q, \dot{q}, \ddot{q}) \in \mathbb{R}^{m \times p} \) is a matrix of known functions while \( \theta \in \mathbb{R}^p \) is a vector containing combinations of barycentric and friction parameters.

3. Parameter identification

In this section, we present five different regression models to obtain the identification parameters of a three-degrees-of-freedom robot. All regression models use the recursive least-squares approach. A short overview of the recursive least-squares method and the formulation of regression models is presented in the following.

3.1 Recursive least-squares algorithm

The least-squares method is a standard technique used to obtain an approximate solution for over-determined systems. The least-squares method computes the minimum of a square errors sum; the error is defined by the difference between measured data and the computed data using the mathematical model, in our case the dynamical model of robots. If the model has the property of being linear in the parameters then the method is particularly simple. Let us consider the following regression model:

\[ y(k) = \Phi(k) \hat{\theta} \]  \hspace{1cm} (5)

where \( y(k) \in \mathbb{R}^p \) represents an output vector, \( \Phi(k) \in \mathbb{R}^{m \times p} \) is the regressor matrix of known functions and \( \hat{\theta} \in \mathbb{R}^p \) is the vector of unknown parameters. The model (5) is indexed by the variable \( k \), which denotes the discrete time. It will be assumed that the index set is a discrete set.

The estimated value of vector \( \hat{\theta} \) based on the observations of vector \( y(k) \) and the regressor \( \Phi(k) \) which we denote as \( \hat{\theta}(k) \), can be computed using the recursive least-squares method. The matrix \( P(k) \in \mathbb{R}^{m \times p} \) is called a covariance matrix:

\[ \hat{\theta}(k) = \hat{\theta}(k - 1) + P(k - 1) \Psi(k) \] \hspace{1cm} (6)

\[ P(k) = P(k - 1)P(k - 1)^T P(k - 1)^T \] \hspace{1cm} (7)

where the prediction error \( e(k) \) is defined as:

\[ e(k) = y(k) - \Psi(k)^T \hat{\theta}(k - 1) \]  \hspace{1cm} (8)

3.2 Dynamic and Filtered-dynamic regression models

The robot dynamics model (1) describes the relationship between torques applied to the joints and the resulting motion of the links. The representation of the robot dynamics model given in (4), which relates joint torques with the unknown dynamic parameters is referred to as the differential regression model [1, 23, 24] and can be written as:

\[ \tau = Y_q(q, \dot{q}) \theta \]  \hspace{1cm} (9)

to coincide with the above notation in section 3.1. The prediction error for the dynamic regression model can be written as

\[ e(k) = \frac{e(k)}{Y(q, \dot{q}, \ddot{q})} - \frac{Y(q, \dot{q}, \ddot{q})}{Y(q, \dot{q}, \ddot{q})} \hat{\theta}(k - 1) \]  \hspace{1cm} (10)

In this regression model, in order to compute the elements of the regressor matrix \( Y_q(q, \dot{q}, \ddot{q}) \), a measurement of joint acceleration \( \ddot{q} \) is required. To avoid this drawback the filtered dynamic regression model has been proposed in the literature [3].

The principal idea is to filter both sides of the differential regression model (9) by a stable strictly-proper filter. A simple first order filter has been considered in the literature. The filter has been denoted by its transfer function:

\[ f(s) = \frac{s}{s + \lambda} \]  \hspace{1cm} (11)

where \( \lambda > 0 \) and \( s \) stands for the differential operator.

Therefore, the filtered dynamic regression model can be written as:

\[ \tau_f = Y_q(q, \dot{q}) \theta \]  \hspace{1cm} (12)
where:

\[ \tau_f = f(s) \tau \]

\[ Y_f(q, \dot{q}) = f(s)Y(q, \dot{q}, \ddot{q}) \]

Notice that the measurement of joint acceleration \( \ddot{q} \) is not required to compute the regressor matrix \( Y_f(q, \dot{q}) \).

Using the above notation and the recursive least-squares method (6)-(8), the prediction error for the filtered-dynamic regression model can be written as:

\[ e(k) = \tau_f(k) - Y_f(q, \dot{q}, \ddot{q})(k)\hat{\theta}(k - 1) \]

3.3 Supplied-energy regression model

The supplied-energy regression model introduced by Gautier and Khalil [4] is based on the principle of energy conservation. The work of the non-conservative forces applied to a system is equal to the change of the total energy of the system:

\[ \int \dot{q}(\sigma)^T \tau(\sigma) d\sigma = \mathcal{E}(q(t), \dot{q}(t)) - \mathcal{E}(q(0), \dot{q}(0)) \]

\[ + \int_0^t \dot{q}(\sigma)^T f(q(\sigma)) d\sigma \]

(15)

Using the property of linearity in the parameters of the robot’s total energy [5] the principle of the conservation of energy (15) and assuming that the total energy at the instant zero is null, we obtain the supplied-energy regression model [4]:

\[ \int_0^t \dot{q}(\sigma)^T \tau(\sigma) d\sigma = \left[ \phi_e(q(t), \dot{q}(t))^T \int_0^t \dot{q}(\sigma)^T \phi_e(q(\sigma)) d\sigma \right] \hat{\theta} \]

(16)

which is linear in the barycentric and friction parameters. Note that, in order to compute the regressor matrix, the measurement of joint acceleration \( \dot{q} \) is not required.

The prediction error of the supplied-energy regression model to be used in the recursive least-squares algorithm can be written as:

\[ e(k) = \int_0^t \dot{q}(\sigma)^T \tau(\sigma) d\sigma \]

\[ - \left[ \phi_e(q, \dot{q})(k) \int_0^t \dot{q}(\sigma)^T \phi_e(q(\sigma)) d\sigma \right] \hat{\theta}(k - 1) \]

(17)

where \( h \) denotes the sampling period.

3.3 Power and Filtered-power regression models

By using the supplied energy regression model (16) we can compute the power applied to the manipulator. The power applied to the robot is the instantaneous change in the total supplied energy:

\[ \dot{q}^T \tau = \left[ \frac{d}{dt} \phi_e(q, \dot{q})^T \dot{q}^T \phi_e(q) \right] \hat{\theta} \]

(18)

and the prediction error for the power regression model can be written as:

\[ e(k) = \dot{q}^T \tau(k) \]

\[ - \left[ \frac{d}{dt} \phi_e(q, \dot{q})^T \dot{q}^T \phi_e(q)(k) \right] \hat{\theta}(k - 1) \]

(19)

This model presents the drawback of requiring the joint acceleration measurement in order to compute the matrix regressor.

The filtered-power regression model was proposed by Reyes and Kelly [5] based on the supplied energy regression model and overcomes this shortcoming. The principal idea is to filter both sides of the power model (18) via a stable, strictly-proper filter. Again the first order filter described in (11) can be considered. By applying the filter to both sides of (18) we obtain the filtered-power regression model:

\[ \frac{\lambda}{s + \lambda} \dot{q}^T \tau = \left[ \frac{s\lambda}{s + \lambda} \phi_e(q, \dot{q})^T \frac{\lambda}{s + \lambda} \dot{q}^T \phi_e(q) \right] \hat{\theta} \]

(20)

The above model is linear in the barycentric and friction parameters. Also, in order to compute the regressor matrix, the measurement of joint acceleration \( \dot{q} \) is not required. The scalar prediction error of the filtered-power regression model can be written as:

\[ e(k) = \frac{\lambda}{s + \lambda} \dot{q}^T \tau(k) \]

\[ - \left[ \frac{s\lambda}{s + \lambda} \phi_e(q, \dot{q})(k) \frac{\lambda}{s + \lambda} \dot{q}^T \phi_e(q)(k) \right] \hat{\theta}(k - 1) \]

(21)

4. Experimental Platform

The experimental results are presented on an anthropomorphic direct drive robot which was designed and built at the Robotics laboratory of Benemérita Universidad Autónoma de Puebla (BUAP). The three-degree-of-freedom robot called “Rotradi”, consists of three 6061 aluminium links actuated by brushless direct-drive servo actuators in order to drive the joints without gear reduction. The motors used in “Rotradi” are DM-1050A, DM-1150A and DM-1015B models from Parker Computor, for the base, the shoulder and elbow joints respectively. The servos are operated in torque mode, which means that the motor acts as a torque source and
they accept an analogue voltage as a reference of torque signal. Servo actuator features are shown in Table 1. The robot system has a device designed for reading the encoders and generates reference voltages, which is a motion control board of Precision MicroDynamics Inc. Control algorithms are written in C code and run in real time with a 2.5 ms sample period on a Pentium-1 at 166 MHz.

<table>
<thead>
<tr>
<th>Joint</th>
<th>Model</th>
<th>Max. Torque [Nm]</th>
<th>Resolution [cpr]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Base</td>
<td>DM-1050</td>
<td>50</td>
<td>1,024,000</td>
</tr>
<tr>
<td>2. Shoulder</td>
<td>DM-1150A</td>
<td>150</td>
<td>1,024,000</td>
</tr>
<tr>
<td>Elbow</td>
<td>DM-1015B</td>
<td>15</td>
<td>1,024,000</td>
</tr>
</tbody>
</table>

Table 1. Robot arm servo actuators

The complete dynamics model of our experimental arm has been developed considering that the links don’t have a specific shape, i.e., the links are considered as rigid bodies without a specific mass distribution. The elements of the inertia matrix are given by:

\[
M_{i,1}(q) = \theta_1 + \theta_2 \cos^2(q_2) + \theta_3 \sin(2q_2) + \theta_4 \sin(2q_2 + 2q_3) + 2\theta_5 \sin(q_2 + q_3)
\]

\[
M_{i,2}(q) = \theta_1 \cos(q_2 + q_3) + \theta_2 \sin(q_2 + q_3)
\]

\[
M_{i,3}(q) = \theta_3 \cos(q_2 + q_3) + \theta_4 \sin(q_2 + q_3)
\]

\[
M_{i,4}(q) = \theta_1 \sin(q_2 + q_3)
\]

\[
M_{i,5}(q) = \theta_2 \cos(q_2 + q_3)
\]

\[
M_{i,6}(q) = \theta_3 \sin(q_2 + q_3)
\]

\[
M_{i,7}(q) = \theta_4 \cos(q_2 + q_3)
\]

\[
M_{i,8}(q) = \theta_5 \sin(q_2 + q_3)
\]

\[
M_{i,9}(q) = \theta_1 
\]

\[
M_{i,10}(q) = \theta_2 L_2 \cos(q_2)
\]

\[
M_{i,11}(q) = \theta_3 L_2 \cos(q_2)
\]

\[
M_{i,12}(q) = \theta_4 L_2 \sin(q_2)
\]

\[
M_{i,13}(q) = \theta_5 L_2 \sin(q_2)
\]

The elements of Coriolis and Centripetal torque vectors are given by:

\[
C_{i,1}(q, \dot{q}) = -\frac{1}{2} \theta_2 \dot{q}_2 \sin(2q_2) + \theta_3 \dot{q}_2 \cos(2q_2) + \theta_4 \dot{q}_2 \cos(2q_2 + 2q_3) + \theta_5 \dot{q}_2 \sin(2q_2 + 2q_3) - \frac{1}{2} \theta_1 \dot{q}_1 (\dot{q}_2 + \dot{q}_3) \sin(2q_2 + 2q_3)
\]

\[
+ \theta_2 L_2 \left( \dot{q}_2 + \frac{1}{2} \dot{q}_3 \right) \sin(2q_2 + 2q_3) + \theta_3 L_2 \left( \dot{q}_2 + \frac{1}{2} \dot{q}_3 \right) \cos(2q_2 + 2q_3)
\]

\[
+ \frac{1}{2} \theta_3 L_2 \dot{q}_2 \dot{q}_3 \cos(q_2 + q_3) - \frac{1}{2} \theta_1 \dot{q}_1 \dot{q}_3 \cos(q_2 + q_3)
\]

\[
C_{i,2}(q, \dot{q}) = -\frac{1}{2} \theta_2 \dot{q}_2 \sin(q_2 + q_3) - \theta_3 \dot{q}_2 \cos(q_2 + q_3) + \theta_4 \dot{q}_2 \cos(q_2 + q_3) + \theta_5 \dot{q}_2 \sin(q_2 + q_3) - \theta_1 \dot{q}_1 \dot{q}_3 \cos(q_2 + q_3) + \theta_3 L_2 \left( \dot{q}_2 + \dot{q}_3 \right) \cos(q_2 + q_3)
\]

\[
- \frac{1}{2} \theta_3 L_2 \dot{q}_2 \dot{q}_3 \sin(q_2 + q_3) + \frac{1}{2} \theta_1 \dot{q}_1 \dot{q}_3 \sin(q_2 + q_3)
\]

\[
C_{i,3}(q, \dot{q}) = \theta_1 \dot{q}_1 \sin(q_2) + \theta_2 L_2 \dot{q}_2 \sin(q_2) + \theta_3 L_2 \dot{q}_3 \cos(q_2) + \theta_4 L_2 \dot{q}_4 \sin(q_2)
\]

\[
+ \frac{1}{2} \theta_2 L_2 \dot{q}_1 \left( \sin(q_1) - \sin(2q_2 + 2q_3) \right)
\]

\[
+ \frac{1}{2} \theta_2 L_2 \dot{q}_3 \left( \cos(q_3) - \cos(2q_2 + 2q_3) \right)
\]

\[
C_{i,4}(q, \dot{q}) = \theta_1 L_2 \dot{q}_1 \sin(q_3) + \theta_2 L_2 \dot{q}_2 \cos(q_3)
\]

\[
C_{i,5}(q, \dot{q}) = 0
\]
The elements of gravitational torque vectors are given by:

\[
\begin{align*}
    g_1(q) &= 0 \\
    g_2(q) &= g \theta_1 \sin(q_2 + q_3) + g \theta_2 \cos(q_2 + q_3) \\
    + \theta_4 \sin(q_1) + \theta_5 \cos(q_1) \\
    g_3(q) &= g \theta_6 \sin(q_2 + q_3) + g \theta_7 \cos(q_2 + q_3)
\end{align*}
\]  

(24)

and the elements of friction torque vectors are given by:

\[
\begin{align*}
    f_1(q) &= \theta_{10} \tilde{q}_1 + \theta_{11} \text{sgn}(\tilde{q}_1) \\
    f_2(q) &= \theta_{12} \tilde{q}_2 + \theta_{13} \text{sgn}(\tilde{q}_2) \\
    f_3(q) &= \theta_{14} \tilde{q}_3 + \theta_{15} \text{sgn}(\tilde{q}_3)
\end{align*}
\]

(25)

where the time-invariant barycentric and friction parameters \( \theta_{1i}, i = 1, ..., 21 \) are given by:

\[
\begin{align*}
    \theta_1 &= Ix_2 + m_2 \left( r_{y1} \tilde{r}_1 + m_2 \left[ (D_2 + r_{z1})^2 + r_{y1}^2 \right] \right) + Iy_2 \\
    \theta_2 &= Ix_2 - Iy_2 + m_2 \left( r_{y1}^2 - r_{x1}^2 \right) - m_1 L_2^2 \\
    \theta_3 &= m_2 r_{x2}^2 - Ix_2 \\
    \theta_4 &= m_2 r_{x2} r_{y2} - Ix_2 \\
    \theta_5 &= Iy_2 - Ix_2 + m_2 \left( r_{y1}^2 - r_{x1}^2 \right) \\
    \theta_6 &= m_2 r_{x2} \\
    \theta_7 &= m_2 r_{x2} D_2 + r_{z1} \\
    \theta_8 &= m_1 L_2 \left( D_2 - D_2 + r_{z1} \right) + m_2 r_{x2} \left( D_2 + r_{z1} \right) - Ix_2 \\
    \theta_9 &= Iy_2 - m_1 r_{y2} D_2 - r_{z1} \\
    \theta_{10} &= Ix_2 + m_2 \left( r_{y1}^2 + r_{x1}^2 \right) + m_1 \left( r_{y1}^2 + r_{x1}^2 + L_2^2 \right) \\
    \theta_{11} &= Ix_2 + m_2 \left( r_{x1}^2 + r_{y1}^2 \right) \\
    \theta_{12} &= g \left( m_1 r_{x2} + m_1 L_2 \right) \\
    \theta_{13} &= g m_2 r_{y2} \\
    \theta_{14} &= b_1 \\
    \theta_{15} &= f c_1 \\
    \theta_{16} &= b_2 \\
    \theta_{17} &= f c_2 \\
    \theta_{18} &= b_3 \\
    \theta_{19} &= f c_3 \\
\end{align*}
\]

(26)

In identification schemes the choice of input trajectories for exciting the robot is very important. A good selection of trajectories leads to an accurate model-parameter determination. For our identification problem the required trajectories are referred to as weakly persistent excitation trajectories. The selection of this kind of trajectory is not trivial and due to its complexity is not addressed in this paper.

Guided by practical experience, we propose a procedure to tune the torque trajectory. The mathematical structure of the torque trajectory can be given by:

\[
\begin{align*}
    r_1 &= \alpha_{1i} e^{\beta_1 \alpha_1 \cos(w_1 t + \tau \cos(w_1 t) + \gamma \cos(w_1 t + \rho)} \\
    + \alpha_{1i} \cos(w_1 t + \tau \cos(w_1 t) + \gamma \cos(w_1 t + \rho) Nm
\end{align*}
\]

(27)

\[
\begin{align*}
    r_2 &= \alpha_{2i} e^{\beta_2 \alpha_1 \cos(w_2 t) \cos(w_2 t) \\
    + \alpha_{2i} \cos(w_2 t + \tau \cos(w_2 t) + \gamma \cos(w_2 t + \rho) Nm
\end{align*}
\]

(28)

\[
\begin{align*}
    r_3 &= \alpha_{3i} e^{\beta_3 \alpha_1 \cos(w_3 t) \cos(w_3 t) \\
    + \alpha_{3i} \cos(w_3 t + \tau \cos(w_3 t) + \gamma \cos(w_3 t + \rho) Nm
\end{align*}
\]

(29)

where:

\[\alpha_{1i}, \alpha_{2i}, \alpha_{3i}, w_1, w_2, w_3, \beta_i, \in \mathbb{R}, i = 1, 2, 3 ; j = 1, 2, ..., 5.\]

The excitation trajectory for each joint is tuned considering many experiments such that:

- In order to obtain the adequate amplitude of the torque trajectory, parameters \( \alpha_{1i}, \alpha_{2i}, \alpha_{3i}, w_1, w_2, w_3, \beta_i, \in \mathbb{R} \) must ensure that the motion of the robot is within the servomotor bandwidth for all joints. These parameters are chosen such that:

\[\sum_{i=1}^{3} \alpha_{1i} | \tau_{i}^{\text{max}} | = 50 \text{ Nm}, \sum_{j=1}^{3} \alpha_{1i} | \tau_{j}^{\text{max}} | = 150 \text{ Nm} \text{ and} \sum_{i=1}^{3} \alpha_{2i} | \tau_{i}^{\text{max}} | = 15 \text{ Nm}, \text{ where } \tau_{i}^{\text{max}}, \tau_{j}^{\text{max}} \text{ and } \tau_{i}^{\text{max}} \text{ represent the maximum limits for the base, shoulder and elbow joints respectively. The parameters } w_1, w_2, w_3 \text{ are irrational frequencies; } \beta_i \text{ denote time constants.}

Extensive experiments were carried out with several torque trajectories that contain sinusoidal functions with different frequencies to excite the system. The best results of parameter identification were obtained by using the following trajectories:

\[
\begin{align*}
    r_1 &= 34.0 \cos(1.26 \pi t + \tau \cos(0.9 \pi t) + 15.0 \cos(2.306 \pi t + \tau \cos(0.9 \pi t) Nm
\end{align*}
\]

(30)

\[
\begin{align*}
    r_2 &= -28.0 e^{-1.5} + 30.0 \cos(1.2 \pi t) \cos(\pi t) + 10.0 \sin(3.12 \pi t + \tau) + 7.5 \sin(5.8 \pi t + \tau) + 15.0 \sin(2.4 \pi t + \tau) Nm
\end{align*}
\]

(31)

\[
\begin{align*}
    r_3 &= -2.0 \cos(1.2 \pi t) \cos(\pi t) - 1.65 \sin(2.58 \pi t + \tau) Nm
\end{align*}
\]

(32)
where $\text{ran}_1$ takes random values with uniform distribution within the interval $(-5,45)$ degrees, $\text{ran}_2$ within $(-35,35)$ degrees, $\text{ran}_3$ within $(-50,0)$ degrees, $\text{ran}_4$ within $(40,100)$ degrees, $\text{ran}_5$ within $(5,35)$ degrees and $\text{ran}_6$ within $(-30,30)$ degrees.

It is important to note that the resulting motion of the robot covers the following aspects:

- Good coverage of the workspace improves the information content of the measurements as well as the accuracy of the parameter estimates.
- High accelerations are required to accurately estimate the moments and products of inertia.
- Joint velocity must be within the actuator’s bandwidth and lower than the lowest resonance frequency of the robot structure. The structural flexibilities of the robot are excited close to the lowest resonance frequency. The excitation of flexible modes is disadvantageous because they are not accounted for in the rigid-body robot model.

The robot arm has incremental encoders to measure joint position; each encoder has a 1,024,000 cpr resolution (see Table 1). The joint velocity was computed by using a standard backwards difference algorithm applied to the position measurement. In the experiments the arm started its motion according to the following initial conditions: $q(0) = \mathbf{0}$ and $\dot{q}(0) = \mathbf{0}$.

The aforementioned regression schemes are presented in detail in the following sections.

4.1 Dynamic regression model

The prediction error for the dynamic regression model is described in (10). For our robot arm, the regressor matrix is given by:

$$
\Psi(q, \dot{q}, \ddot{q})^T = \begin{bmatrix} r_{1,1} & \cdots & r_{1,21} \\ \vdots & \ddots & \vdots \\ r_{5,1} & \cdots & r_{5,21} \end{bmatrix}
$$

where:

$$
\begin{align*}
 r_{1,1} &= \ddot{q}_1 \\
 r_{1,2} &= \ddot{q}_1 \cos^2(q_2) - \dot{q}_1 \dot{q}_2 \sin(2q_2) \\
 r_{1,3} &= \ddot{q}_1 \sin(2q_2) + 2\dot{q}_1 \dot{q}_2 \cos(2q_2) \\
 r_{1,4} &= \ddot{q}_1 \sin(2q_2 + 2q_3) + 2\dot{q}_1 (\dot{q}_2 + \dot{q}_3) \cos(2q_2 + 2q_3) \\
 r_{1,5} &= \ddot{q}_1 \cos^2(q_2 + q_3) - \dot{q}_1 (\dot{q}_2 + \dot{q}_3) \sin(2q_2 + 2q_3) \\
 r_{1,6} &= 2L_2 \dot{q}_1 \sin(q_2) \sin(q_2 + q_3) + 2L_2 \ddot{q}_1 \sin(q_2) \sin(q_2 + q_3) - L_2 \dot{q}_1 \dot{q}_3 \sin(q_2) \\
 &\quad + L_2 \ddot{q}_1 (2\dot{q}_2 + \dot{q}_3) \sin(q_2 + q_3) - L_2 \dot{q}_1 \dot{q}_3 \sin(q_2) \\
 r_{6,7} &= \ddot{q}_1 \cos^2(q_2) + \ddot{q}_1 \sin^2(q_2) - \ddot{q}_1 \dot{q}_2 \sin(2q_2) \\
 &\quad + L_2 \dot{q}_1 (2\dot{q}_2 + \dot{q}_3) \sin(q_2 + q_3) - L_2 \dot{q}_1 \dot{q}_3 \sin(q_2) \\
 &\quad + L_2 \ddot{q}_1 (2\dot{q}_2 + \dot{q}_3) \sin(q_2 + q_3) - L_2 \ddot{q}_1 \dot{q}_3 \sin(q_2)
\end{align*}
$$

The value of items not shown here is zero.
4.2 Filtered-dynamic regression model

The prediction error for the filtered-dynamic regression model is described by (14). For our robot arm, the regressor matrix is given by:

\[
\Psi(q, \dot{q})^T = \begin{bmatrix} r_{f1,1} & \ldots & r_{f1,21} \\
r_{f2,1} & \ldots & r_{f2,21} \\
r_{f3,1} & \ldots & r_{f3,21} \end{bmatrix}
\]

where:

\[
\begin{align*}
r_{f1,1} &= f_s(q_1) \\
r_{f1,2} &= f_s(q_1) \cos^2(q_2) + f_z(q_1) [-\dot{q}_1 \dot{q}_2 \sin(2q_2)] \\
r_{f1,3} &= f_s(q_1) \sin(2q_2) + f_z(q_1) [2\dot{q}_1 \dot{q}_2 \cos(2q_2)] \\
r_{f1,4} &= f_s(q_1) \sin(2q_2) + f_z(q_1) [2\dot{q}_1 \dot{q}_2 \cos(2q_2) + 2q_2] \\
r_{f1,5} &= f_s(q_1) \cos^2(q_2) + f_z(q_1) [-\dot{q}_1 \dot{q}_2 \sin(2q_2) + 2q_2] \\
r_{f1,6} &= f_s(q_1) [2L_1 \dot{q}_1 \sin(q_2 + q_3) \sin(q_3)] \\
&+ f_z(q_1) [L_1 \dot{q}_1 \dot{q}_2 \sin(2q_2 + q_3) \sin(q_3) - L_2 \dot{q}_2 \dot{q}_3 \sin(q_3)] \\
r_{f1,7} &= f_s(q_1) [2L_1 \dot{q}_1 \sin(q_2 + q_3) \sin(q_3)] \\
&+ f_z(q_1) [L_2 \dot{q}_1 \dot{q}_2 \sin(2q_2 + q_3) \sin(q_3) - L_2 \dot{q}_2 \dot{q}_3 \sin(q_3)] \\
r_{f1,8} &= f_s(q_1) [\dot{q}_2 \dot{q}_3 \cos(q_2 + q_3)] \\
&+ f_z(q_1) [-\dot{q}_2 \dot{q}_3 \sin(q_2 + q_3)] \\
r_{f1,9} &= f_s(q_1) [\dot{q}_2 \dot{q}_3 \sin(q_2 + q_3)] \\
&+ f_z(q_1) [\dot{q}_2 \dot{q}_3 \cos(q_2 + q_3)] \\
r_{f1,10} &= f_s(q_1) \dot{q}_2 \cos(q_2) + f_z(q_1) [-\dot{q}_2 \sin(q_2)] \\
r_{f1,11} &= f_s(q_1) \dot{q}_2 \sin(q_2) + f_z(q_1) \dot{q}_2 \cos(q_2) \\
r_{f1,12} &= f_s(q_1) \dot{q}_1 \\
r_{f1,13} &= f_z(q_1) \dot{q}_1 \\
r_{f1,22} &= f_z(q_1) \frac{1}{2} \dot{q}_2^2 \sin(2q_2) \\
r_{f1,23} &= f_z(q_1) [-\dot{q}_2^2 \cos(2q_2)] \\
r_{f1,24} &= f_z(q_1) [-\dot{q}_2^2 \cos(2q_2 + 2q_3)] \\
r_{f1,25} &= f_z(q_1) \frac{1}{2} \dot{q}_2^2 \sin(2q_2 + 2q_3) \\
r_{f1,26} &= f_z(q_1) [L_2 (2\dot{q}_2 + \dot{q}_3) \cos(q_3)] \\
&+ f_z(q_1) [-L_2 \dot{q}_2 \dot{q}_3 \sin(q_3) + g \sin(q_2 + q_3)] \\
r_{f1,27} &= f_z(q_1) [-L_2 (2\dot{q}_2 + \dot{q}_3) \sin(q_3)] \\
&+ f_z(q_1) [-L_2 \dot{q}_2 \dot{q}_3 \cos(q_3) + g \cos(q_2 + q_3)] \\
r_{f1,28} &= f_z(q_1) \dot{q}_1 \cos(q_1 + q_3) \\
r_{f1,29} &= f_z(q_1) \dot{q}_1 \sin(q_1 + q_3) \\
r_{f1,30} &= f_z(q_1) \dot{q}_1 \cos(q_1) \\
r_{f1,31} &= f_z(q_1) \dot{q}_1 \sin(q_1) \\
\end{align*}
\]

\[
f_f(s) = \frac{s^2}{s + \lambda} \quad \text{and} \quad f_z(s) = \frac{s}{s + \lambda}.
\]

The value of items not shown here is zero.

Since the measured values of joint torques, positions and velocities hold constant between sampling instants, filters can be implemented in discrete form. Actually

\[
f_f(z^{-1}) = \frac{\lambda}{1 - e^{-\lambda z^{-1}}} \quad \text{and} \quad f_z(z^{-1}) = \frac{1 - e^{-\lambda z^{-1}}}{1 - e^{-\lambda z^{-1}}} \quad \text{are the discrete forms of filters } f_f(s) \text{ and } f_z(s) \text{ respectively.}
\]

4.3 Supplied-energy regression model

The prediction error of the supplied-energy regression model is given by equation (17). For our robot arm, the regressor matrix is given by

\[
\Psi(q, \dot{q})^T = \begin{bmatrix} r_{f1} & \ldots & r_{f21} \end{bmatrix}
\]
where:

\[
\begin{align*}
    r_1 &= \frac{1}{2} \dot{q}_1^2 \\
    r_2 &= \frac{1}{2} \dot{q}_1^2 \cos^2(q_2) \\
    r_3 &= \frac{1}{2} \dot{q}_1^2 \sin(2q_2) \\
    r_4 &= \frac{1}{2} \dot{q}_1^2 \sin(2q_2 + 2q_3) \\
    r_5 &= \frac{1}{2} \dot{q}_1^2 \cos^2(q_2 + q_3) \\
    r_6 &= \dot{q}_1^2 L_2 \sin(q_2) \sin(q_2 + q_3) + L_2 \dot{q}_2 \left( \dot{q}_2 + \dot{q}_1 \right) \cos(q_3) \\
        &\quad + g \left( 1 - \cos(q_2 + q_3) \right) \\
    r_7 &= \dot{q}_1^2 L_2 \sin(q_2) \cos(q_2 + q_3) - L_2 \dot{q}_2 \left( \dot{q}_2 + \dot{q}_1 \right) \sin(q_3) \\
        &\quad + g \left( q_2 + q_3 \right) \sin(q_2 + q_3) \\
    r_8 &= \dot{q}_1 \left( \dot{q}_2 + \dot{q}_1 \right) \cos(q_2 + q_3) \\
    r_9 &= \dot{q}_1 \left( \dot{q}_2 + \dot{q}_1 \right) \sin(q_2 + q_3) \\
    r_{10} &= \dot{q}_1 \dot{q}_2 \cos(q_2) \\
    r_{11} &= \dot{q}_1 \dot{q}_2 \sin(q_2) \\
    r_{12} &= \frac{1}{2} \dot{q}_2^2 \\
    r_{13} &= \left[ q_2^2 + \frac{1}{2} \dot{q}_1 \right] q_3 \\
    r_{14} &= 1 - \cos(q_3) \\
    r_{15} &= \sin(q_3) \\
    r_{16} &= \int \ddot{q}_1^2 dt \\
    r_{17} &= \int \ddot{q}_2^2 dt \\
    r_{18} &= \int \ddot{q}_3^2 dt \\
    r_{19} &= \int \dddot{q}_2 dt \\
    r_{20} &= \int \dddot{q}_3 dt \\
    r_{21} &= \int \dddot{q}_4 dt
\end{align*}
\]

The integrals have been implemented with standard trapezoid-type integration rules.

4.4 Power regression model

The prediction error of the power regression model is defined in (19). For our robot arm, the regressor matrix is given by:

\[ \Psi(q, \dot{q}, \ddot{q}) = \begin{bmatrix} r_{p1} & \ldots & r_{p21} \end{bmatrix} \]  \tag{36}  

where

\[
\begin{align*}
    r_{p1} &= \dot{q}_1 \dot{q}_1 \\
    r_{p2} &= \dot{q}_1 \dot{q}_2 \cos(q_2) - \dot{q}_1^2 \dot{q}_2 \cos(q_2 + q_3) \\
    r_{p3} &= \dot{q}_1 \dot{q}_2 \cos(2q_2 + q_3) + \dot{q}_1^2 \dot{q}_2 \cos(2q_2 + 2q_3) \\
    r_{p4} &= \dot{q}_1 \dot{q}_2 \sin(2q_2 + q_3) + \dot{q}_1^2 \dot{q}_2 \sin(2q_2 + 2q_3) \\
    r_{p5} &= \dot{q}_1 \dot{q}_2 \cos(q_2 + q_3) - \dot{q}_1^2 \dot{q}_2 \cos(q_2 + q_3) \\
    r_{p6} &= \dot{q}_2 \dot{q}_2 \cos(q_2) + \dot{q}_2 \dot{q}_3 \cos(q_2 + q_3) \\
        &\quad + \dot{q}_1 \dot{q}_2 \cos(q_2 + q_3) \\
    r_{p7} &= \dot{q}_2 \dot{q}_3 \cos(q_2) + \dot{q}_2 \dot{q}_4 \cos(q_2 + q_3) \\
        &\quad + \dot{q}_1 \dot{q}_2 \cos(q_2 + q_3) \\
    r_{p8} &= \dot{q}_2 \dot{q}_3 \cos(q_2) - \dot{q}_2 \dot{q}_4 \cos(q_2 + q_3) \\
        &\quad + \dot{q}_1 \dot{q}_2 \cos(q_2 + q_3) \\
    r_{p9} &= \dot{q}_2 \dot{q}_3 \cos(q_2) + \dot{q}_2 \dot{q}_4 \cos(q_2 + q_3) \\
        &\quad + \dot{q}_1 \dot{q}_2 \cos(q_2 + q_3) \\
    r_{p10} &= \dot{q}_2 \dot{q}_3 \cos(q_2) + \dot{q}_2 \dot{q}_4 \cos(q_2 + q_3) \\
    r_{p11} &= \dot{q}_2 \dot{q}_3 \cos(q_2) - \dot{q}_2 \dot{q}_4 \cos(q_2 + q_3) \\
        &\quad + \dot{q}_1 \dot{q}_2 \cos(q_2 + q_3) \\
    r_{p12} &= \dot{q}_2 \dot{q}_3 \cos(q_2) + \dot{q}_2 \dot{q}_4 \cos(q_2 + q_3) \\
        &\quad + \dot{q}_1 \dot{q}_2 \cos(q_2 + q_3) \\
    r_{p13} &= \dot{q}_2 \dot{q}_3 \cos(q_2) + \dot{q}_2 \dot{q}_4 \cos(q_2 + q_3) \\
        &\quad + \dot{q}_1 \dot{q}_2 \cos(q_2 + q_3) \\
    r_{p14} &= \dot{q}_2 \dot{q}_3 \cos(q_2) - \dot{q}_2 \dot{q}_4 \cos(q_2 + q_3) \\
        &\quad + \dot{q}_1 \dot{q}_2 \cos(q_2 + q_3) \\
    r_{p15} &= \dot{q}_2 \dot{q}_3 \cos(q_2) + \dot{q}_2 \dot{q}_4 \cos(q_2 + q_3) \\
        &\quad + \dot{q}_1 \dot{q}_2 \cos(q_2 + q_3) \\
    r_{p16} &= \dot{q}_2 \dot{q}_3 \cos(q_2) - \dot{q}_2 \dot{q}_4 \cos(q_2 + q_3) \\
        &\quad + \dot{q}_1 \dot{q}_2 \cos(q_2 + q_3) \\
    r_{p17} &= \dot{q}_2 \dot{q}_3 \cos(q_2) + \dot{q}_2 \dot{q}_4 \cos(q_2 + q_3) \\
        &\quad + \dot{q}_1 \dot{q}_2 \cos(q_2 + q_3) \\
    r_{p18} &= \dot{q}_2 \dot{q}_3 \cos(q_2) - \dot{q}_2 \dot{q}_4 \cos(q_2 + q_3) \\
        &\quad + \dot{q}_1 \dot{q}_2 \cos(q_2 + q_3) \\
    r_{p19} &= \dot{q}_2 \dot{q}_3 \cos(q_2) + \dot{q}_2 \dot{q}_4 \cos(q_2 + q_3) \\
        &\quad + \dot{q}_1 \dot{q}_2 \cos(q_2 + q_3) \\
    r_{p20} &= \dot{q}_2 \dot{q}_3 \cos(q_2) - \dot{q}_2 \dot{q}_4 \cos(q_2 + q_3) \\
        &\quad + \dot{q}_1 \dot{q}_2 \cos(q_2 + q_3) \\
    r_{p21} &= \dot{q}_2 \dot{q}_3 \cos(q_2) + \dot{q}_2 \dot{q}_4 \cos(q_2 + q_3) \\
        &\quad + \dot{q}_1 \dot{q}_2 \cos(q_2 + q_3)
\end{align*}
\]

4.5 Filtered-power regression model

The prediction error of the filtered-power regression model was defined in (21). For our robot arm, the regressor matrix is given by:

\[ \Psi(q, \dot{q}) = \begin{bmatrix} r_{p1} & \ldots & r_{p21} \end{bmatrix} \]  \tag{37}  

where:

\[ r_{p1} = f_i(s) \left( \frac{1}{2} q_i^2 \right) \]

\[ r_{p2} = f_i(s) \left( \frac{1}{2} q_i^2 \cos(q_i) \right) \]

\[ r_{p3} = f_i(s) \left( \frac{1}{2} q_i^2 \sin(2q_i) \right) \]

\[ r_{p4} = f_i(s) \left( \frac{1}{2} q_i^2 \sin(2q_i + 2\dot{q}_i) \right) \]

\[ r_{p5} = f_i(s) \left( \frac{1}{2} q_i^2 \cos(q_i + \dot{q}_i) \right) \]

\[ r_{p6} = f_i(s) \left[ q_i^2 L_s \sin(q_i) \sin(q_i + \dot{q}_i) + L_s \dot{q}_i \left( \dot{q}_i + \dot{q}_i \right) \cos(q_i) + g(1 - \cos(q_2 + q_3)) \right] \]

\[ r_{p7} = f_i(s) \left[ q_i^2 L_s \sin(q_i) \cos(q_i + q_i) - L_s \dot{q}_i \left( \dot{q}_i + q_i \right) \sin(q_i) + g \sin(q_3 + q_3) \right] \]

\[ r_{p8} = f_i(s) \dot{q}_i (\dot{q}_i + \dot{q}_i) \cos(q_2 + q_3) \]

\[ r_{p9} = f_i(s) \dot{q}_i \dot{q}_i \sin(q_2 + q_3) \]

\[ r_{p10} = f_i(s) \dot{q}_i \dot{q}_i \cos(q_2) \]

\[ r_{p11} = f_i(s) \dot{q}_i \dot{q}_i \sin(q_2) \]

\[ r_{p12} = f_i(s) \left( \frac{1}{2} q_i^2 \right) \]

\[ r_{p13} = f_i(s) \left[ q_2 + \frac{1}{2} \dot{q}_1 \right] \dot{q}_3 \]

\[ r_{p14} = f_i(s) \left[ 1 - \cos(q_2) \right] \]

\[ r_{p15} = f_i(s) \sin(q_2) \]

\[ r_{p16} = f_i(s) q_i^2 \]

\[ r_{p17} = f_i(s) \dot{q}_i \]

\[ r_{p18} = f_i(s) q_i^2 \]

\[ r_{p19} = f_i(s) \dot{q}_i \]

\[ r_{p20} = f_i(s) q_i^2 \]

\[ r_{p21} = f_i(s) \dot{q}_i \]

<table>
<thead>
<tr>
<th>Norm ( | |_q ) (rad)</th>
<th>Dynamic</th>
<th>Filtered-dynamic</th>
<th>Supplied-energy</th>
<th>Power</th>
<th>Filtered-Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q_{error 1} )</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>3.76</td>
</tr>
<tr>
<td>( q_{error 2} )</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>2.70</td>
</tr>
<tr>
<td>( q_{error 3} )</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>7.29</td>
</tr>
</tbody>
</table>

Table 2. Norm \( \| \|_q \) of error between experimental and simulated positions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Dynamic</th>
<th>Filtered-dynamic</th>
<th>Supplied-energy</th>
<th>Power</th>
<th>Filtered-power</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_1 )</td>
<td>0.479009</td>
<td>4.839356</td>
<td>7.009950</td>
<td>2.888327</td>
<td>6.898808</td>
</tr>
<tr>
<td>( \theta_2 )</td>
<td>-0.461404</td>
<td>-2.575465</td>
<td>-6.661319</td>
<td>-3.415853</td>
<td>-5.760731</td>
</tr>
<tr>
<td>( \theta_3 )</td>
<td>0.344644</td>
<td>0.027286</td>
<td>1.148168</td>
<td>-0.30842</td>
<td>0.907252</td>
</tr>
<tr>
<td>( \theta_4 )</td>
<td>0.299623</td>
<td>0.129456</td>
<td>0.311715</td>
<td>0.086156</td>
<td>0.307757</td>
</tr>
<tr>
<td>( \theta_5 )</td>
<td>1.082750</td>
<td>-0.176323</td>
<td>1.670970</td>
<td>1.341880</td>
<td>0.950775</td>
</tr>
<tr>
<td>( \theta_6 )</td>
<td>-0.410681</td>
<td>0.203473</td>
<td>0.217950</td>
<td>-0.21440</td>
<td>0.229051</td>
</tr>
<tr>
<td>( \theta_7 )</td>
<td>-0.335658</td>
<td>0.070929</td>
<td>0.120283</td>
<td>0.084380</td>
<td>0.089418</td>
</tr>
<tr>
<td>( \theta_8 )</td>
<td>-0.028669</td>
<td>0.040085</td>
<td>0.139611</td>
<td>-0.02344</td>
<td>0.138681</td>
</tr>
<tr>
<td>( \theta_9 )</td>
<td>0.277173</td>
<td>0.085589</td>
<td>0.252541</td>
<td>0.313766</td>
<td>0.179179</td>
</tr>
<tr>
<td>( \theta_{10} )</td>
<td>0.722382</td>
<td>1.251908</td>
<td>1.135231</td>
<td>0.251029</td>
<td>1.241647</td>
</tr>
<tr>
<td>( \theta_{11} )</td>
<td>0.110651</td>
<td>0.115441</td>
<td>-0.992245</td>
<td>-1.027069</td>
<td>-0.517621</td>
</tr>
<tr>
<td>( \theta_{12} )</td>
<td>1.224688</td>
<td>2.946636</td>
<td>3.095483</td>
<td>0.283465</td>
<td>3.039795</td>
</tr>
<tr>
<td>( \theta_{13} )</td>
<td>-0.093521</td>
<td>0.108159</td>
<td>0.129069</td>
<td>-0.031523</td>
<td>0.116468</td>
</tr>
<tr>
<td>( \theta_{14} )</td>
<td>9.464194</td>
<td>55.627596</td>
<td>58.612386</td>
<td>8.539702</td>
<td>56.402487</td>
</tr>
<tr>
<td>( \theta_{15} )</td>
<td>-0.583702</td>
<td>-0.272837</td>
<td>-0.723836</td>
<td>4.162913</td>
<td>-0.769716</td>
</tr>
<tr>
<td>( \theta_{16} )</td>
<td>7.453121</td>
<td>6.641267</td>
<td>4.561149</td>
<td>2.818325</td>
<td>5.274038</td>
</tr>
<tr>
<td>( \theta_{17} )</td>
<td>6.357999</td>
<td>8.185720</td>
<td>10.774579</td>
<td>14.299126</td>
<td>9.883181</td>
</tr>
<tr>
<td>( \theta_{18} )</td>
<td>4.094850</td>
<td>0.914984</td>
<td>0.863654</td>
<td>-0.146318</td>
<td>1.187124</td>
</tr>
<tr>
<td>( \theta_{19} )</td>
<td>6.671452</td>
<td>6.292514</td>
<td>3.045569</td>
<td>4.220494</td>
<td>3.745695</td>
</tr>
<tr>
<td>( \theta_{20} )</td>
<td>0.063043</td>
<td>0.406734</td>
<td>0.499775</td>
<td>3.760149</td>
<td>0.301726</td>
</tr>
<tr>
<td>( \theta_{21} )</td>
<td>-0.211661</td>
<td>0.793576</td>
<td>1.554679</td>
<td>-10.315979</td>
<td>1.831335</td>
</tr>
</tbody>
</table>

Table 3. Identified parameters
The filters $f_1(s)$ and $f_2(s)$ shown in the above expressions are implemented in the same way as in the filtered dynamic model.

5. Experimental results

In this section we compare the experimental results obtained from the identification schemes described in section 4. The best results were obtained with the filtered-dynamic model. This conclusion is based on the comparison between the experimental data and the simulated dynamics behaviour with the identified parameter values. We define the error between the simulated and experimental positions as

$$q_{error} = q_{experimental} - q_{simulated}$$

and then compute the norm $||q_{error}||$; the numerical values are shown in Table 2. The cutout frequency for the filtered schemes was chosen as $\lambda = 9.11$ rad/s. This value was selected by testing several frequencies; the one enabling a closer approximation between simulated dynamics and real response was chosen.

Table 3 shows the results for different identification schemes, the dimensional units are implicit for all data parameters. As mentioned above, the measuring instrument for the experiment is an incremental encoder used to measure position, while velocities and accelerations are computed using numerical differentiation. Each encoder has 1,024,000 cycles-per-revolution, enabling a numerical accuracy of $6.1359 \times 10^{-6}$ [rad/cycle]; for this reason the results are presented to the sixth digit of precision.

Table 4 shows the standard variation with respect to values obtained by using the filtered-dynamic model scheme. The filtered-power regression model presents less variation in parameter values as compared to the filtered-dynamic regression model; the power regression model presents higher variation with respect to the filtered dynamic regression model followed by the supplied energy regression model. However, the numerical values of some parameters have a greater influence on the dynamics of the robot than others.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Dynamic (%)</th>
<th>Supplied-energy (%)</th>
<th>Power (%)</th>
<th>Filtered-power (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_1$</td>
<td>-90.10</td>
<td>44.85</td>
<td>-40.32</td>
<td>42.56</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>-82.08</td>
<td>158.65</td>
<td>32.63</td>
<td>123.68</td>
</tr>
<tr>
<td>$\theta_3$</td>
<td>1412.52</td>
<td>4938.91</td>
<td>-1551.95</td>
<td>3881.61</td>
</tr>
<tr>
<td>$\theta_4$</td>
<td>131.45</td>
<td>140.79</td>
<td>-33.45</td>
<td>137.73</td>
</tr>
<tr>
<td>$\theta_5$</td>
<td>-714.07</td>
<td>-1047.68</td>
<td>-861.04</td>
<td>-639.22</td>
</tr>
<tr>
<td>$\theta_6$</td>
<td>-301.84</td>
<td>7.11</td>
<td>-110.54</td>
<td>12.57</td>
</tr>
<tr>
<td>$\theta_7$</td>
<td>-573.23</td>
<td>69.58</td>
<td>18.96</td>
<td>26.07</td>
</tr>
<tr>
<td>$\theta_8$</td>
<td>-171.52</td>
<td>248.29</td>
<td>-180.93</td>
<td>245.97</td>
</tr>
<tr>
<td>$\theta_9$</td>
<td>4859.29</td>
<td>4418.58</td>
<td>5514.04</td>
<td>3105.94</td>
</tr>
<tr>
<td>$\theta_{10}$</td>
<td>-42.30</td>
<td>-9.32</td>
<td>-79.95</td>
<td>-0.82</td>
</tr>
<tr>
<td>$\theta_{11}$</td>
<td>-4.15</td>
<td>-959.52</td>
<td>-989.69</td>
<td>-548.39</td>
</tr>
<tr>
<td>$\theta_{12}$</td>
<td>-58.45</td>
<td>5.05</td>
<td>-90.38</td>
<td>3.16</td>
</tr>
<tr>
<td>$\theta_{13}$</td>
<td>-186.47</td>
<td>19.33</td>
<td>-129.15</td>
<td>7.68</td>
</tr>
<tr>
<td>$\theta_{14}$</td>
<td>-82.99</td>
<td>5.37</td>
<td>-84.65</td>
<td>1.39</td>
</tr>
<tr>
<td>$\theta_{15}$</td>
<td>113.94</td>
<td>165.30</td>
<td>-1625.79</td>
<td>182.12</td>
</tr>
<tr>
<td>$\theta_{16}$</td>
<td>12.22</td>
<td>-31.32</td>
<td>-65.65</td>
<td>-20.59</td>
</tr>
<tr>
<td>$\theta_{17}$</td>
<td>-22.33</td>
<td>31.63</td>
<td>74.68</td>
<td>20.74</td>
</tr>
<tr>
<td>$\theta_{18}$</td>
<td>347.53</td>
<td>-5.61</td>
<td>-115.99</td>
<td>29.74</td>
</tr>
<tr>
<td>$\theta_{19}$</td>
<td>6.02</td>
<td>-51.60</td>
<td>-32.93</td>
<td>-40.47</td>
</tr>
<tr>
<td>$\theta_{20}$</td>
<td>-84.50</td>
<td>22.87</td>
<td>824.47</td>
<td>-25.82</td>
</tr>
<tr>
<td>$\theta_{21}$</td>
<td>-126.67</td>
<td>95.91</td>
<td>-1399.94</td>
<td>130.77</td>
</tr>
</tbody>
</table>

**Table 4.** Variation of parameter values
Figure 2. Evolution of parameter vector $\theta$ with respect to time

Figure 2 shows the evolution of the parameter vector $\theta$ with respect to time. Parameter $\theta_{14}$ has been scaled by factor 0.1 for presentation purposes, i.e., to show the values at a scale similar to the rest of the parameters.

An important property of the least-squares algorithm is that convergence is guaranteed when the weakly persistent exciting condition is satisfied [25]. This property can be written as:

$$\lim_{k \to \infty} \lambda_{\min} P(k)^{-1} = 0$$

which are directly related with:

$$\lim_{k \to \infty} \lambda_{\max} P(k) = 0$$

In order to show the convergence of the recursive least-squares algorithm we have included a plot with the evolution of the covariance matrix $P(k)$ eigenvalues (see Figure 3).

In a technical bibliography it is common to show a comparison between joint torque and the computed torque using a dynamic model of the robot (1). Identification schemes are used to compute dynamic-parameter values for the purpose of applying advanced control laws in manipulator robots. Advanced control laws depend on the dynamic model and their parameter values, for example, computed-torque control. In our case, we show in Figure 5 a comparison between input and computed torques, using trajectories (30) - (32).

Figure 3. Evolution of the covariance matrix eigenvalues

A proof that validates the parameter values obtained with regression schemes consists of comparing the open loop responses of the actual robot with simulations using the robot model together with the identified values. In our case, the regression model with the best simulation response, as compared with actual robot response, was the filtered-dynamic regression model. A 4/5 order Runge-Kutta algorithm implemented in Matlab 2009 was used in simulations. We also used trajectories (30) - (32) in order to produce open loop responses in the base, shoulder and elbow respectively. Simulated and actual robot responses are shown in Figure 4.

Figure 4. Experimental and simulation responses using excitation trajectories (30) - (32)
In order to compute the torque value the experimental values of positions, velocities and accelerations were used. Only positions are measured directly. Velocities and accelerations are computed via numerical differentiation. It is well known that such numerical processes can induce noise in data torque computation and this is reflected in plots. Another reason could explain the noise in the plots: by design, input trajectories (30) - (32) have a noisy phase.

The dynamical model using numerical values of parameters obtained with the filtered-dynamic regression model (see Table 3) and $L_0 = 0.45 m$ can be written as follows: the elements of the inertia matrix are given by:

$$M_{11}(q) = 4.839 - 2.575 \cos^2(q_2) + 0.022 \sin(2q_2) + 0.129 \sin(2q_2) + 0.176 \cos^2(q_2 + q_3) + 0.183 \sin(q_2) \sin(q_2 + q_3) + 0.063 \sin(q_2) \cos(q_2 + q_3)$$

$$M_{12}(q) = 0.040 \cos(q_2 + q_3) + 0.005 \sin(q_2 + q_3) + 1.251 \cos(q_2) + 0.115 \sin(q_2)$$

$$M_{13}(q) = 0.040 \cos(q_2 + q_3) + 0.005 \sin(q_2 + q_3) + 1.251 \cos(q_2) + 0.115 \sin(q_2)$$

$$M_{21}(q) = 2.9466 + 0.183 \cos(q_1) - 0.063 \sin(q_1)$$

$$M_{22}(q) = 0.10816 + 0.0915 \cos(q_1) - 0.031 \sin(q_1)$$

$$M_{23}(q) = 0.040 \cos(q_2 + q_3) + 0.005 \sin(q_2 + q_3) + 1.251 \cos(q_2) + 0.115 \sin(q_2)$$

$$M_{31}(q) = 0.10816 + 0.0915 \cos(q_1) - 0.031 \sin(q_1)$$

$$M_{32}(q) = 0.10816 + 0.0915 \cos(q_1) - 0.031 \sin(q_1)$$

$$M_{33}(q) = 0.108$$

the elements of the gravitational torque vectors are given by:

$$g_1(q) = 0$$

$$g_2(q) = 1.996 \sin(q_2 + q_3) + 0.695 \cos(q_2 + q_3) + 35.628 \sin(q_2 + q_3) - 0.272 \cos(q_2 + q_3)$$

$$g_3(q) = 1.996 \sin(q_2 + q_3) + 0.695 \cos(q_2 + q_3)$$

and the elements of friction torque vectors are given by:

$$f_1(q) = 6.641q_1 + 8.185 \sgn(\dot{q}_1)$$

$$f_2(q) = 0.914q_1 + 6.292 \sgn(\dot{q}_1)$$

$$f_3(q) = 0.406q_1 + 0.793 \sgn(\dot{q}_1)$$

In order to strengthen the validity and accuracy of the estimated parameters, we performed an experimental test in open-loop with the robot manipulator. In this experiment, if the measured response is similar to the simulated response then evidence exists on the accuracy of the estimated parameters, but not a definite proof. The
test consists of applying different excitation trajectories. The excitation trajectories are as follows:

\[ r_1 = 30.0 \sin(2.4\pi t) - 6.0 \cos(0.4\pi t) \text{Nm} \quad (40) \]
\[ r_2 = -29.0 \cos(2.1\pi t) \text{Nm} \quad (41) \]
\[ r_3 = 3.0 \cos(1.8\pi t) \text{Nm} \quad (42) \]

The actual robot and simulation responses are shown in Figure 6. As shown, both responses are similar but not identical, which means that the robot has not been perfectly characterized. Achieving a perfect match is unrealistic as it implies a perfect model and also that complex phenomena, such as friction, correspond exactly to the proposed representation. In this case, the mathematical description of the phenomena is not unique and is difficult to model in practice. As mentioned above, the best results obtained from a large number of experiments, are presented.

![Figure 6. Experimental and simulated responses](image)

The torques applied to the joints and the torques computed by the dynamical model are shown in Figure 7. The computed torque is noisy because velocities and accelerations have been computed using a numerical procedure.

![Figure 7. Input and computed torques](image)

7. Conclusion

In this paper we have presented the experimental evaluation of five direct identification schemes to determine the dynamic parameters for a three degrees-of-freedom direct-drive robot. The regression models are: dynamic, filtered-dynamic, supplied-energy, power and filtered-power models.

All identification schemes are based on recursive least-squares algorithms with five regression models.

We consider that the filtered dynamic model scheme presented the best results in the estimating the parameters. This is because the parameters obtained with this regression model can reproduce the experimental response in the simulation of an open-loop experiment. This is shown in Table 4 which contains the numerical values of the quantization error. Table 4 shows the standard variation with respect to the values obtained by using the filtered-dynamic model scheme. The filtered-power regression model presents less variation in parameter values as compared to the filtered-dynamic regression model; the power regression model presents a high variation with respect to the filtered-dynamic regression model followed by the supplied energy regression model. It can be explained if taking into account that the joint velocity and the joint acceleration are estimated by using a numerical procedure. To compute the power regression model, the measurements of joint acceleration are needed and the noise induced in this numerical procedure reduces the quality of the estimation algorithm. However, the numerical value of some parameters has a greater influence on the dynamics of the robot than others. The reproduction of the experiment via simulation enables the determination of the quality of the estimation procedure.

The explicit dynamic model of a three-degrees-of-freedom robot was presented. In order to get the dynamic model an approach based on Lagrange’s equations of motion was used. Details of the kinetic and potential energy of all links are presented in the Appendix section. The aim of showing the dynamic model is to make it available for reference, for students and researchers. The kinematic configuration of our experimental platform is similar to the first three links of various industrial robots. The explicit model can be used in model based control schemes for robot manipulators.
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Appendix
Details of dynamic model

In order to get the dynamic model of the experimental robot, the kinematic scheme shown in Figure 8 is used. The dynamic model can be obtained in explicit form using Lagrange’s equations of motion. The links are considered as rigid bodies without a specific mass distribution. For each link the inertia tensors are referred to their centre of gravity.

The kinetic energy of second link is as follows:

$$K_2(q, \dot{q}) = \frac{1}{2} \dot{q}_1^2 \left[ m_2 \left( r_{zz} + D_2 \right)^2 + m_2 r_{x2}^2 + I_{zz2} \right] + \frac{1}{2} \dot{q}_2^2 \left[ m_2 \left( r_{zz} + D_2 + r_{zz} \right)^2 + m_2 r_{x2}^2 + I_{zz2} \right]$$

The kinetic energy of third link is as follows:

$$K_3(q, \dot{q}) = \frac{1}{2} \dot{q}_1^2 \left[ m_3 \left( r_{zz} + D_3 \right)^2 + m_3 r_{x3}^2 + I_{zz3} \right] + \frac{1}{2} \dot{q}_2^2 \left[ m_3 \left( r_{zz} + D_3 + r_{zz} \right)^2 + m_3 r_{x3}^2 + I_{zz3} \right]$$

The total kinetic energy of the robot is computed by the sum of each kinetic energy link as follows:

$$K(q, \dot{q}) = \frac{1}{2} \dot{q}_1^2 \left[ M_{11}(q) \dot{q}_1^2 + M_{12}(q) \dot{q}_2^2 + M_{13}(q) \dot{q}_3^2 \right] + \frac{1}{2} \dot{q}_2^2 \left[ M_{21}(q) \dot{q}_1^2 + M_{22}(q) \dot{q}_2^2 + M_{23}(q) \dot{q}_3^2 \right] + \frac{1}{2} \dot{q}_3^2 \left[ M_{31}(q) \dot{q}_1^2 + M_{32}(q) \dot{q}_2^2 + M_{33}(q) \dot{q}_3^2 \right]$$

where the elements of $M(q)$ are given in explicit form in (22). Note that the parameters are grouped in convenient form as shown in vector (26). The elements of the Coriolis and centripetal matrices can be obtained by using the Christoffel symbols [26]. Using the grouped parameters
the elements of the Coriolis and centripetal matrices are shown in (23).

The potential energy of the first link is as follows:

$$U_1(q) = g m_1 r z_1$$

(47)

while the potential energy of the second link is given as:

$$U_2(q) = g m_2 r x_2 (1 - \cos(q_2)) + g m_2 r y_2 \sin(q_2)$$

(48)

and the potential energy of the third link is:

$$U_3(q) = g m_3 [L_3 (1 - \cos(q_3)) + r x_3 (1 - \cos(q_2 + q_3))] + g m_3 r y_3 \sin(q_2 + q_3)$$

(49)

Using the grouped parameters given in (26), the total potential energy can be written as:

$$U(q) = g m_1 r z_1 + g \theta_1 (1 - \cos(q_2 + q_3)) + g \theta_2 \sin(q_2 + q_3) + \theta_3 (1 - \cos(q_2)) + \theta_4 \sin(q_2)$$

(50)

The elements of the gravitational torque vectors calculated as the gradients of the total potential energy are shown in (24).

Considering the friction phenomenon as the common Coulomb and viscous friction models, the friction torque vectors are shown in (25).