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1. Introduction

Numerical simulations of astrophysical processes and subsequent predictions are an important complement to observational astronomy. With increasing computational performance available the demands on accuracy and functionality of the simulations grow steadily, leading to increasing amounts of complex data sets requiring three-dimensional visualization for proper analysis. Modern graphics hardware provides suitable rendering technology, however, many visually impressive approaches used in computer games, for instance, do not immediately transport over to application upon scientific data sets since priorities are different. Specific software for scientific visualization of astrophysical data does not necessarily need to provide photo-realistic rendering, but should rather be able to comprehensively display all features of a data set. False-color imaging has long been an established approach in observational astronomy. For three-dimensional time-dependent data sets the optional parameter space is even larger. As similar requirements occur in other scientific domains beyond astrophysics, data visualization benefits extraordinarily well from interdisciplinary approaches, for instance describing curved space in general relativity is similar to diffusion tensor fields occurring in magneto-resonance imaging in medical visualization (Benger et al., 2006).

Visualization of numerical astrophysics faces certain challenges because of the different data types involved together. For instance, a typical visualization data set may involve both particle-based and volumetric data, thus requiring complex techniques to handle transparency, see e.g. Kaehler et al. (2007).

Interdisciplinary approaches face various difficulties, starting with incompatibilities of the data format and data model (Benger, 2009). Common use is to provide specific solutions to specific problems. Unifying approaches to cover various needs under one denominator are rare, but essential in the longer term (Dougherty et al., 2009). In this article we will review a systematic approach for modeling and visualization of data sets across scientific disciplines, demonstrating this approach upon a set of state-of-the art astrophysical simulations.
2. Open issues in numerical astrophysics

The demand for sophisticated numerical simulations and hence for high performance visualization is somewhat exceptional in the field of astrophysics. Other than related disciplines, astrophysical research is very limited in the feasibility to conduct controlled experiments with their objects of interest. Experimental data and deducted knowledge is mainly gained from extensive observational studies. However they generally lack two important pieces of information: Due to the vast time scales of astrophysical processes (typically $10^6 \text{–} 10^9$ years), imaging comes practically without any data on temporal evolution, since even a decade of astronomical observation is nothing but a snatch on these scales. Moreover, we always find entirely two dimensional spatial information in astrophysical images, since - especially for extragalactic objects - the viewing angle between the observatory and the astrophysical object is fixed. Hence, scientific insight to the evolution and development of astrophysical targets comes from comprehensive statistical analysis of a large number of single observations that are interlinked to a big picture.

From a purely theoretical point of view, the physics that governs astrophysical processes and objects are very well known; a multitude of systems and configurations are described with concepts from hydrodynamics coupled with gravitation, radiation and magnetism. Mathematically, radiation hydrodynamics (RHD) and magnetohydrodynamics (MHD) are systems of coupled nonlinear partial differential equations. The necessity for enormous computational efforts lies in the nonlinearity of the equations on the one hand and the diversity of time- and spatial scales that are involved and to be resolved on the other hand. Supercomputing has thus become a major driver for research in astrophysics and even has opened entirely new fields that defy astronomical observations at the present state of technology. In the following two sections we want to present two case studies of astrophysical numerical simulations where data examinations benefit immensely from visualization techniques.

2.1 Galaxy clusters

Groups and clusters of galaxies have formed cosmologically recently in the hierarchical structure formation process of the universe. They are the largest gravitationally bound objects known and were mainly built during the last four billion ($10^9$) years by successive merging of galaxies, a picture that is supported both by observations (White & Frenk, 1991) as well as simulations (Bertschinger, 1998). The common understanding of cosmological structure formation is based on the so called concordance model (Ostriker & Steinhardt, 1995), which assumes hypothetical massive particles in the form of cold dark matter (CDM), a collisionless species of material that exclusively interacts gravitationally. In this CDM model, primordial fluctuations briefly after the big bang acted as gravitational potential seeds for slightly inhomogeneous mass accumulations that were not felt by normal baryonic matter until the universe had cooled down substantially. The length scales and amplitudes of these anisotropies can be observed in the cosmic microwave background (de Oliveira-Costa et al., 2004) and are used for the generation of initial conditions for CDM simulations on cosmological scales.
2.1.1 Simulation setup

For initial conditions we are using COSMICS (Bertschinger, 1995), a package that generates appropriate Gaussian random initial conditions with the feasibility to enforce statistical overdensities of dark and baryonic matter at designated places in the domain. This way, groups and clusters of dark matter halos evolve naturally within a N-body simulation of collisionless CDM. In our setup we model dark matter particles with the N-body implementation of GADGET-2 (Springel, 2005). This sophisticated parallelized tree-code is applied at resolutions of $128^3 - 512^3$ particles in comoving volumes of 40 Mpc/h which produces up to $> 2$ TB of binary data for $> 130$ million particles traced. We are primarily interested in secondary processes (rather than structure formation itself) that affect the baryonic matter fraction of such as the formation of actual galaxies within dark matter halos and their interaction with the surrounding gas, the so called intra cluster medium (ICM). Our premier research topic deals with the enrichment of this ICM with chemical elements that are produced in stars and transported to the intra cluster gas via a number of distinct mechanisms. One main challenge in such simulations is a proper modeling of the astrophysical processes on the wide range of spatial and temporal scales that are at play. While we are interested in gas dynamics up to several Mpc radius from the cluster center, those mechanisms that cause the enrichment of the ICM with heavier elements occur on practically stellar dimensions ($< pc$), such as stellar winds, the loss of gaseous envelopes at the AGB phase of stellar evolution and supernovae explosions. Even with the most advanced technical facilities imaginable today we would still be far away from being able to resolve such a wide range of scales consistently.

In order to overcome this dilemma, semi-analytical galaxy formation models (SAM) are introduced. These SAMs deduce characteristic galactic quantities by a recipe based on the merger history of the dark matter halos that were simulated beforehand. In other words, the SAM assigns collective quantities such as total gas mass, angular momentum, starformation rate in the galaxies etc. to the halos regarding their merger history by observationally motivated, heuristic formulae and prescriptions. We use our own semi-analytical model (van Kampen et al., 1999) while there is also a relevant publicly available open source project called Galacticus (Benson, 2010). On top of all specified preliminary simulations there is a hydrodynamical grid-code with PPM Riemann solver that treats the intra cluster medium on the gravitational background of the dark matter simulation. The output from the SAM provides for two main contributions to ICM enrichment with chemical elements, namely ram-pressure stripping and galactic winds (see section 2.1.2), which are used as input for the hydrodynamical simulation. The number of independent points in computation is $11/8 \cdot 128^3$ up to $11/8 \cdot 512^3$ due to the fact that we apply four nested grids each with doubling resolution. The galaxy cluster is forming in the domain center of the hydrodynamical simulation which captures a smaller volume than the CDM simulation in order to have adequate boundary conditions for the gas flows (mainly inflow). All of the simulations are conducted on a non-steady scale, the aforementioned comoving volume of the cosmic expansion. The physical variables are scaled accordingly to this expansion, in cosmology sometimes also called the Hubble flow.

2.1.2 Metal enrichment by ram-pressure stripping and galactic winds

The chemical evolution of the universe is quite well understood in principle. The theory of primordial nucleosynthesis provides abundances that fill the early universe merely with hydrogen and helium homogeneously. However we know that today’s universe is high in
heavier elements, such as carbon, silicon, oxygen etc. Furthermore we know that these heavy elements (in astrophysics also called metals) have to be synthesized in stars but the question remains: How are they transported into the ICM of a galaxy group or a galaxy cluster where we can observe them (Blanton et al., 2003; Lovisari et al., 2009)?

There are two main astrophysical mechanisms that enrich the intra cluster medium, namely ram-pressure stripping and galactic winds while the latter is to be understood as collective of numerous distinct astronomical processes. Ram-pressure is the force a galactic plane of gas experiences while falling towards the center of a cluster due to the surrounding ICM as described in section 2.2. Ram-pressure stripping occurs whenever a certain pressure threshold is reached, and leads to the separation of the galaxy’s planar gas from the stellar component of stars in the disk. Its contribution to metal enrichment in galaxy clusters is mainly influenced by the density of the ICM which naturally shows a gradient towards the cluster center. Also the in-falling velocities of the galaxies increase towards the main potential well in the center. Hence, ram-pressure stripping is primarily governed by circumstances of kinematics and the spatial distribution of the galaxies (Domainko et al., 2008). On the other hand, galactic winds are dominantly affected by the factors of galactic evolution such as the history of merger events and subsequent star-burst phases which lead to enormous galactic winds due to temporarily concentrated collective supernovae explosions (Finoguenov et al., 2000). Generally, galactic winds are driven by the star formation rate which is in principle higher in early times of cluster formation since merging events occur much more frequently. Such disturbances trigger density fluctuations in the gas which then leads to increased star formation.

We are interested in the efficiency of different transport processes in enriching the ICM and in the spatial distribution of metal abundances in the cluster at a certain epoch of evolution. Due to the complexity of the involved physical processes and the richness of our data, we are keen to visualize the manifold parameter space both preferably exhaustive and as clearly as possible, which will be discussed exemplary in section 4.1.

2.2 Ram-pressure stripping of disk galaxies

As described in section 2.1, galaxy clusters consist of dark matter, galaxies and a hot, thin gas, the ICM. These clusters of dark matter and primordial gas have been formed through the hierarchical structure formation process from dark matter and primordial gas. Part of the primordial gas, the ICM, can be observed by X-ray observations. This plasma, even though it is very hot (∼$10^8$K) and thin ($10^{-29} - 10^{-26}$ g cm$^{-3}$), exerts a pressure on the inter-stellar medium (ISM). According to (Gunn & Gott, 1972), the ISM is stripped if this ram pressure exceeds the gravitational restoring force. Moreover, ram pressure compresses the gas in the spiral arms of the galaxy and enhances the star formation within the galaxy. External pressure of the ICM also causes the formation of dense gas knots where lots of new stars are formed (e.g. (Hester et al., 2010)). Yet it is unclear and matter of research how efficient these processes are with uncertainties being mainly mixing of different gas phases and instabilities.

2.2.1 Simulation setup

To simulate ram-pressure stripping of a galaxy, we use the N-body/hydrodynamic simulation code GADGET-2 (Springel, 2005). The N-body part treats the collisionless dynamics of dark-matter and stars. To this end, GADGET-2 uses a sophisticated tree code (as first
introduced by Barnes & Hut, 1986) and treePM code respectively to calculate the gravitational force. The gas of the galaxies and the ICM are treated hydrodynamically via smoothed particle hydrodynamics (SPH, see Gingold & Monaghan, 1977; Lucy, 1977)). Furthermore, our special version of GADGET-2 includes radiative cooling according to (Katz et al., 1996) and a recipe for star formation, stellar feedback and galactic winds from (Springel & Hernquist, 2003) because we are mainly interested in the influence of ram-pressure stripping on the star formation. As the resolution in our simulations is far too low to resolve gas clouds forming single stars, the star formation in the ISM is described in a statistical manner. The continuous distribution of the ISM is represented by SPH particles, holding spatially averaged hydrodynamic quantities, the star formation is calculated for each such particle. The gas mass is divided into two gas phases, hot ambient medium used for hydrodynamic computations and cold gas clouds which form new stars on a characteristic time scale when a density threshold is exceeded. During star formation, at the same time, a fraction of 10 % according to a Salpeter IMF (Salpeter initial mass function, see Salpeter, 1955) is immediately released to the hot ambient medium due to supernovae from massive stars exceeding 8 M☉. The inclusion of the cooling of hot ambient medium leads to the growth of the cold gas clouds making star formation self regulating.

To simulate ram-pressure stripping of disk galaxies, we need a model galaxy as well as a way to simulate the ICM, interacting with the model galaxy. Model galaxies include the ISM, the stellar disk, a bulge and dark matter. For the stellar and gaseous component a disk with exponentially decreasing density along the radius is used whereas for the bulge and the dark-matter halo a NFW profile (Navarro et al., 1996) is applied. Consequently, the distribution and velocity of the particles are set according to (Mo et al., 1998). To avoid numerical artifacts and to get a realistic model, we evolve the galaxies in isolation for 1 billion years. Thereafter, the star formation rate has settled and spiral arms are forming in the disk.

Finally, the model galaxies interact with the ICM. For that purpose, the setup described in Kapferer et al. (2009) and Kronberger et al. (2008) is used. The idea is to simulate the effect of a wind tunnel. The galaxy is moving instead of the wind in our setup, leading to the same result. We fill a cube with gas particles to represent the ICM. To keep the gas density stable over time, periodic boundary conditions are imposed. To avoid numerical artifacts due to the SPH scheme, the same gas mass-resolution as for the ISM has to be used. Since only cubic simulation domains are supported and a side-length of at least 800 kpc for the cube is needed, a huge amount of particles would be necessary. To avoid lowering the resolution in the ISM, just a cuboid of gas particles with the required resolution is built up where the model galaxy flies through. The rest of the cube is filled with gas particles having a 100 times lower mass resolution. Anyway, the same gas density is used. With this configuration, the density of the wind-tunnel changes only by 4 % over a simulation time of 800 million years. We evaluate the results, finally, by removing the ICM particles from the data to investigate the morphology of the gas and stellar disk as well as the influence of ram-pressure stripping on the star formation rate.

3. Visualization methodology

In many visualization systems solutions to a particular problem are based on specific data structures. Such diverse approaches are sensitive to the growing demands of new datasets, as such may likely require design changes leading to incompatibilities within the same application as well as among older and younger data sets. Even worse, an extensive set of
specific solutions effects the learning curve of both the application developer and end-user of
the visualization system since each solution has to be learned anew on a case-by-case basis.
Our approach, based on the Vish Visualization Shell (Benger et al., 2007), contrasts such ad-hoc
approaches on the design level by routing all data structures and visualization methods based
on them through a common denominator, providing a systematic approach for modeling data
and visualizing them. While this concrete data structure is limited in applicability to a certain
type of data, this class of data types is broad enough to address most cases occurring in
scientific visualization. This data model will be reviewed in this section and discussed for
its applicability specifically to data sets from astrophysical simulations.

3.1 Using a common data model

Expressing all types of data occurring in astrophysical simulations within the same data
organization framework is the first step towards a systematic approach contrasting ad-hoc
visualization on case-by-case basis. No commonly agreed solution exist yet, but an approach
based on the mathematics of fiber bundles has been proposed early by (Butler & Pendley,
1989). Inspired by its successful implementation in the OpenDX data explorer (Treinish, 1997),
the data model has been advanced to cast data into a hierarchy of six levels (Benger, 2004).
This skeleton forms the basis for visualizing data in a very generic and reusable way (Benger,
2008).

3.1.1 Mathematical background

The central idea is to organize data by their mathematical commonalities, following the
theories of topology, differential geometry, and geometric algebra (Hestenes, 1999). The model
is based on the assumption that data for scientific visualization can be organized as a fiber
bundle, which considers a total space \( E \) as being constructed from a base space \( B \) and a
fiber space \( F \) such that locally \( E = B \times F \). The base space in this context is described by a
discretized manifold, which in topology is modeled via a \( CW \) complex as a hierarchical set of
spaces, the so-called \( k \)-skeletons, each of them describing vertices, edges, faces, cells of some
spatial domain (see Benger et al., 2011, for a more detailed review). Differential geometry
introduces charts as mappings from manifolds to real numbers, allowing to represent physical
quantities given at each point of the underlying manifold numerically in one or more
coordinate systems. Having the choice of alternative numerical representations of the same
physical quantity is essential for computational accuracy since not all coordinate systems
are equivalently suited for a particular problem. However, the numerical representation
of some quantity is frequently confused with the object itself, though differential geometry
demonstrates that objects with same numerical representation (for instance, three numbers)
have different mathematical properties (e.g. covariant and contra-variant vectors). Not
many data models (and file formats) support expressing such distinctions as required by
accurate treatment of differential geometry. One step further is even the consideration of
Geometric Algebra (Hestenes, 1999), which intents to unify various branches of mathematics
itself through a common treatment. It is thus a natural complement to be considered in a data
model (Benger et al., 2010).

3.1.2 Conceptual data organization

In the model used for our work data are cast into a hierarchy of seven levels. These levels are:
1. **Slice** - bundles all data by their parameter space such as physical time
2. **Grid** - bundles all data related to a geometric entity
3. **Skeleton** - bundles all data related to a topological property
4. **Representation** - bundles all data related to a specific coordinate system
5. **Field** - contains data representing a physical quantity
6. **Fragment** - contains a subset of a data field
7. **Component** - contains a component of a multi-valued field

From these seven levels only two are exposed to the end-user: the **Grid** and the **Field**; the remaining levels serve to internally describe the mathematical properties of the data. The two last levels, **Fragment** and **Component**, are optional, and used to express practical extensions beneficial to domain decomposition in HPC computations and different memory layouts (Benger, 2008). Actual data in the form of numerical arrays reside only in the last level of this hierarchy. Each of these arrays is accessed via a path through this hierarchy, similar to a file in a filesystem. This path defines the semantics of the given data values and the existence of entries in the hierarchy defines the properties of the entire data set. For instance, diagram (1) demonstrates how the coordinates of a particle data set data set describing dark matter at a time 3.4Gy are modeled using a Cartesian chart (“/” denotes the “root” node which bundles all data):

```
/ → Slice 3.4Gy → Grid → Dark Matter → Skeleton → Vertices → Representation → Cartesian Chart → Field → Positions
```

Similarly arbitrary fields such as velocity of the particles can be added to the data:

```
/ → Slice 3.4Gy → Grid → Dark Matter → Skeleton → Vertices → Representation → Cartesian Chart → Field → Velocity
```

The **Skeleton** level carries a set of topological invariants described by integer values: *dimensionality*, *index depth* and *refinement*. Hereby *index depth* denotes the “dereference” information of a Skeleton, similar to a pointer indirection in C, allowing to build agglomerations of points: Vertices are assigned index depth zero, k-cells constructed from vertices are index depth one, complexes of cells are index depth two and so forth. The *dimensionality* is an intrinsic property of a topological space, which is uniquely defined by its neighborhood information. This neighborhood information could be explicitly specified by providing a map from each element to its neighbors (such as required for a particle set), or implicitly in case of a structured data set given by an n-dimensional array. Such a gridded data set (a regular grid) is described by two entries, one defining the coordinate information (physical coordinates), the second one the actual data, for instance a density field:

```
/ → 3.4Gy → Dark Matter → Vertices:32 × 32 × 32 → Cartesian Chart → Positions
```

```
/ → 3.4Gy → Dark Matter → Vertices:32 × 32 × 32 → Cartesian Chart → Density
```

The positions may be given explicitly at each point (curvilinear grid), via a tensor product of one-dimensional arrays (rectilinear grid) or by specifying just the bounding box of a uniform grid. This infrastructure allows to naturally exploit commonalities among data sets describing particle sets and uniform grids as the mere difference is the dimensionality of the skeleton describing the vertices. A specific visualization algorithm may or may not consider this property, but in any case will be based on the same data management functions. In a
similar manner as distinguishing particle sets and uniform (or curvilinear, rectilinear) grids within the same framework more complex and other data types can be built, for instance by adding refinement levels as additional Skeletons (adaptive mesh refinement), or utilizing the Fragment level to specify a distribution of a data set by many blocks (multiblock data) instead of one contiguous data volume.

3.2 Visualization on the fiber bundle

3.3 Base space

The base space of a data set refers to the topological properties of how data are given in space, in particular if (and what kind of) neighborhood information among data points is known. For instance, for a particle set we might not know such neighborhood information and we may thus consider it to be “zero-dimensional” even though these particles may be embedded in some two- or three-dimensional space. This embedding would allow to construct neighborhood information (e.g. via triangulation), but such is secondary information as it does not come with the data set per se.

3.3.1 Zero-dimensional base space

Display of a point sets’ coordinates is the most common denominator across all data types and can be done for any data set providing a global coordinate system (which is not necessarily the case for general relativistic data where a curved spacetime does not necessarily exhibit a global coordinate system, but must rather be described by coordinate patches - “fragments” in the data model).

Splatting (Westover, 1990) is a technique for displaying smooth volumetric information on a point set, appropriate both for particle sets as well as for unstructured and structured grids. In its basic implementation it draws billboards with a point spread function at each coordinate location, a technique which is well supported by graphics hardware. Using a Gaussian intensity function is a frequent choice for the point spread function, but other functions have their merits as well. We use the same spline kernel (Monaghan & Lattanzio, 1985) as point spread function for the visualization as is used in the SPH simulations performed by GADGET-2 (Springel, 2005), which has the advantage of vanishing at the boundaries of the finite billboard geometry (in contrast to a Gaussian function which extends to infinity):

\[
I(r) \propto \begin{cases} 
1 - 6r^2 + 6r^3 & 0 \leq r \leq \frac{1}{2} \\
2(1-r)^3 & \frac{1}{2} < r < 1 \\
0 & r \geq 1
\end{cases}
\]  

(5)

Here, \( r \) is the normalized radius per billboard (point splat) ranging from zero to one and \( I(r) \) the intensity at each pixel. The size of the splat may be constant or scaled with a numerical value given at each point (for instance the mass of a galaxy’s stellar disc). This intensity function forms the basics for displaying scalar-, vector- and tensor fields given at each point. Point splatting is most effective when rendering the billboards transparently; this however turns out to be quite challenging, as will be discussed in section 3.5.
3.3.2 One-dimensional base space

In a one-dimensional base space each vertex has exactly two neighbors, described via a Skeleton of dimension one and index depth one for the “edges” of this data set. A sequence of edges is modeled by a Skeleton of index depth two, which defines a set of lines. It is described in the data model by three nodes:

\[
/ \rightarrow 3.4 Gy \rightarrow \text{Dark Matter} \rightarrow \text{Vertices} \rightarrow \text{Cartesian Chart} \rightarrow \text{Positions} \\
/ \rightarrow 3.4 Gy \rightarrow \text{Dark Matter} \rightarrow \text{Edges} \rightarrow \text{Vertices} \rightarrow \text{Positions} \\
/ \rightarrow 3.4 Gy \rightarrow \text{Dark Matter} \rightarrow \text{LineSet} \rightarrow \text{Edges} \rightarrow \text{Positions}
\]

(6) (7) (8)

Hereby the edge and lineset information is just a collection of arrays of indices. In the context of astrophysical SPH simulations lines occur as trajectories of the involved particles, showing their evolution over time. Given a line we may explore intrinsic scalar (fig. 1) or vectorial (fig. 2) quantities such as the velocity, curvature (which is related to the acceleration) and torsion (which is related to the change of the acceleration), see e.g. (Benger & Ritter, 2010) for a discussion of line properties for visualization. Such may help verifying the dynamic model of the simulation and provide further insight to the dynamics.

Difficulties arise if the number of particles varies over time, for instance when considering mergers of galaxies. In such case a particle given at one time does not have a unique predecessor which leads to trajectories becoming non-manifolds where derivative operations are no longer defined. In the data model it is possible to model such topologies by providing explicit “future” and “past” skeletons that map the index of one particle at a time to the set of successors or predecessors. In order to provide this information, this topology has to be defined already in the previous simulation step, namely the link between the N-body simulation and the semi-analytical galaxy model as described in section 2.1.1. This intermediate step is realized via so called halo finders (Knebe et al., 2011) which identify gravitationally bound structures but often fail to represent a holistic merger tree with unique mappings over several time steps.

3.3.3 Two-dimensional base space

Surfaces introduce a Skeleton of dimension two and index depth one to the data model. Each element of this Skeleton describes a face element, which are triangles for a triangular surface. Such a Skeleton may co-exist with a line set Skeleton, thereby allowing to describe paths within a surface. Evolution surfaces tracing the dynamic behavior of some initial surface may be of interest, as well as iso-surfaces of a scalar quantity in a volume. For mere visual depiction of three-dimensional isolevels of a scalar field the explicit computation of isosurfaces (for instance using the marching cubes (Lorensen & Cline, n.d.) algorithm) is not required, modern graphics hardware allows to yield fast and even visually superior results via volume rendering with transparency set to “peaks” in the alpha channel, as will be discussed in the next section.

3.3.4 Three-dimensional base space

In the data model a three-dimensional base space is formally described by a one-dimensional Skeleton for the edges, a two-dimensional Skeleton for the faces and a three-dimensional Skeleton for the cells, extending the description of a two-dimensional base space by a
third dimension. In practice this full description is only required for irregular meshes, e.g. tetrahedral, hexahedral or mixed grids. For regular grids, where each vertex has eight neighbors these Skeletons can be omitted as specifying the number of vertices in each dimension is sufficient, allowing for extensions such as Adaptive Mesh Refinement (AMR) schemes (Berger & Oliger, 1984), multiblock and domain decomposition as well as curvilinear and rectilinear coordinates. Each of these properties can be independently introduced in the data layout, thus allowing all possible combinations (e.g. rectilinear multiblock, curvilinear AMR, etc.).

### 3.4 Fiber Space

#### 3.4.1 One-dimensional fiber space

Scalar fields are an example of a one-dimensional fiber space as they provide one quantity per data point. Depending on the dimensionality of the base space, point splatting, colorized lines or surface, or volume rendering are established techniques. Fig. 1 shows lines colorized by intrinsic line quantities, norm of acceleration and torsion (change of acceleration). For three-dimensional base spaces one of the most popular hardware-accelerated technique used to visualize one-dimensional Fiber Space (e.g. scalar field) is texture-based volume rendering. First introduced by Cullip & Neumann (1994), the basic idea is to approximate the volume rendering equation, eq. 13, by sampling the volume data using a stack of 2D textures, and to exploit graphics hardware capabilities to extract sets of slices from the volume. The volume rendering evaluation is then approximated by blending the textured slices in back-to-front order into the frame buffer. The high parallelism exposed by the pixel-processing unit during rasterization and the exploitation of bi- or trilinear interpolation capabilities of modern GPUs are the rationale behind the success of this method. The technique has been further extended in several ways, e.g. to support multiresolution representations of the volume data, to increase depth perception using shading (Stöckl et al., 2010) or to use an advanced optical model (see e.g. Kniss et al., 2002; Weiler et al., 2000).
3.4.2 Two-dimensional fiber space

It is often desirable to visualize the correlation of scalar fields, such as mass versus potential or other combinations. For particle sets (Benger, 2008) demonstrated the mapping of such scalar quantities to colorization, size and coordinate displacement of a splat-based representation. In situations where texture-based volume rendering can be used, the usual color-mapping algorithm can be extended to use the transparency values from another scalar field, thereby allowing to display two scalar fields at once in a volume (“dual volume rendering”, see section 4.2).

3.4.3 Three-dimensional fiber space

Vector fields constitute a three-dimensional fiber space. The intuitive way to visualize a vector field via arrows fails for massive amounts of data, in particular when given within a three-dimensional volume. The splatting technique for scalar fields can well be extended to incorporate directional information by using anisotropic splats (Crawfis & Max, 1993). In our work we extended this idea by adding a colorization mimicking doppler-shift such that the velocity component in view direction is mapped to red or blue. This technique of “Doppler Speckles” (Benger et al., 2009) is particularly effective for astrophysical data. It is of general usability independent from the dimensionality of the base space (as any splat-based technique) and allows to display e.g. the tangential vectors (fig. 2(a)) or the acceleration (fig. 2(b)) of galaxy trajectories.

![Galaxy Trajectory Velocity](image1)
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Fig. 2. Vectorial properties of galaxy cluster trajectories.

3.4.4 Higher-dimensional fiber space

Tensor fields extent the presented dimensionalities. Second order tensor fields are commonly used in computational physics, for example, to describe tension in continuum mechanics, viscosity in fluid dynamics, or space time curvature in numerical relativity. Direct and integration methods exist for visualization. An overview of tensor visualization can be found
in Benger & Hege (2006). An integration method by computing geodesics is, for example, described in Ritter (2011). In figure 3 a direct splat based technique is applied, utilizing orientation, scaling, color and texture (presented in Benger & Hege, 2003). Three shape factors linearity, planarity and sphericity, see Westin et al. (1997), are the basis for the appearance of a splat capturing the relationship of the eigenvalues. One dominant eigenvector results in high linearity, illustrated as green lines. Two dominant eigenvectors result in high planarity, illustrated as red plane. Three dominant eigenvectors result in high sphericity, illustrated through increased transparency, see fig. 3.

Fig. 3 shows tensor splats of the point distribution tensor illustrating geometrical properties of a point cloud. The point distribution tensor at a point $i$ with position $P_i$ is given by

$$T_{\text{dist}}(i) = \sum_{k=0}^{N-1} (P_k - P_i) \otimes (P_k - P_i)^t$$

where $N$ is the number of points to consider.

Fig. 3. Distribution tensor field of the RAM-pressure data set at $T = 0$ reveals geometric regions of linear, planar and volumetric structure. The neighborhood was chosen four times the SPH particle radius.

### 3.5 Fusing of methods via global transparency

Transparency has been enlisted as one of the five major challenges in interactive rendering and, more in general, of Computer Graphics (Andersson, 2010). As well as transparency, other physical phenomena such as absorption, emission and scattering processes identify energy transfers in the form of electromagnetic radiation. The equation of radiative transfer describes these interactions mathematically (Chandrasekhar, 1960) and in its simplest one-dimensional form it is known as

$$\frac{dI(s)}{ds} = \varepsilon(s) - \kappa(s)I(s)$$

(10)
where \( \epsilon(s) \) is the emissivity function (the source of light at each point along a sight path) and \( \kappa(s) \) the extinction function (caused by light scattering or absorption). This differential equation has the general solution

\[
I(s) = I(s_0)e^{-\int_{s_0}^{s} \kappa(\tilde{s}) d\tilde{s}} + \int_{s_0}^{s} S(\tilde{s})e^{-\int_{\tilde{s}}^{s} \kappa(\tilde{\tilde{s}}) d\tilde{\tilde{s}}} d\tilde{s}
\]  

(11)

where \( S(s) := \frac{\epsilon(s)}{\kappa(s)} \) is called the source function. For constant extinction \( \kappa(s) = \text{const.} \), we can write the optical depth \( \int_{s_0}^{s_1} \kappa(s) ds = \kappa(s_1 - s_0) \) leading to a simpler solution:

\[
I(s) = I(s_0)e^{-\kappa(s-s_0)} + \int_{s_0}^{s} S(\tilde{s})e^{-\kappa(s-\tilde{s})} d\tilde{s}
\]  

(12)

which for constant emissivity \( \epsilon(s) = \text{const.} \) (thus \( S(s) = \text{const.} \)) reduces to the rendering equation used in computer graphics (Kajiya, 1986)

\[
I(s) = I(s_0)e^{-\kappa(s-s_0)} + S \int_{s_0}^{s} e^{-\kappa(s-\tilde{s})} d\tilde{s} = I(s_0)\frac{e^{-\kappa(s-s_0)}}{\alpha} + S \left(1 - \frac{e^{-\kappa(s-s_0)}}{\alpha}\right)
\]  

(13)

also known as alpha-blending.

Alpha-blending has been introduced almost 30 years ago, and it is the de facto standard technique for transparency. Solving the rendering equation via alpha blending requires to handle object ordering, which means that if we want to correctly evaluate the rendering equation, we should assure that objects contribute to the final pixel color with the correct ordering. Order-independent transparency (OIT) denotes any technique that allows to render transparent objects without having to sort them before they are being rendered, thus sorting is performed by the technique itself (e.g. depth peeling (Everitt, 2001) and the A-Buffer (Carpenter, 1984)). OIT techniques are computationally intensive and complex. They often require extra efforts to be used with other techniques, e.g. antialiasing. For these reasons developers would avoid to implement OIT and would prefer a simpler and faster algorithm that does not require sorting. Of course, such techniques are non-physical, nevertheless sometimes they may still be sufficient to provide some insight into the data while avoiding the higher cost of a correct solution.

**Bounded A-Buffer.** The traditional image-based algorithm for fragment sorting is the Z-buffer (Catmull, 1974). However, for each pixel, only the fragment with the lowest (or greatest) depth is kept, and the others are discarded. The A-buffer (Carpenter, 1984) extends the Z-buffer by storing a list of rasterized fragments for each pixel, sorted by depth. Potentially, the A-buffer is a powerful tool to implement OIT techniques. Nevertheless, it requires an unbounded memory per pixel. Recently, Callahan et al. (2005) introduced the K-buffer, a per pixel fixed-size buffer of fragments that is maintained in GPU memory. There exist many proposals for implementing the K-Buffer on the GPU, for example by using the stencil routing algorithm (Myers & Bavoil, 2007) or by exploiting generic atomic operations available in OpenGL 4.0 (Yang et al., 2010). It requires only one geometric pass, thus being more efficient than techniques such as depth peeling (Everitt, 2001). Despite the technique can
store only $K$ fragments per pixel, a recent extension called Adaptive Transparency overcomes this limitation by using an approximated and adaptively compressed visibility representation (Salvi et al., 2011).

Moreover, even the data types involved in transparency drastically change the effectiveness of the technique used (e.g. particle vs volumetric vs mesh). While each of the previously mentioned methods is a more or less straightforward mapping of the given data to a rendering method using shaders in OpenGL, fusing them into an integrated visualization encompassing more than one such type is non-trivial if transparency is involved.

**Combining volume and particle visualization.** Astrophysical simulations are a classical visualization scenario where often data of different types are involved. An example is having both particle-based and volumetric data. The approaches used to visualize transparent particle-based (e.g. splatting approaches, see Westover, 1990), and the ones used for volume, (e.g. texture-based slicing, see Weiler et al., 2000) or GPU-assisted ray casting (Kaehler et al., 2007; Kruger & Westermann, 2003) work well alone. Again, if we relax our needs and we consider one of the two data sets in input as completely opaque, we can afford a combined visualization by using a two pass approach: the first pass for opaque objects, and the second for transparent ones, thus we combine results by exploiting hardware depth-buffers and blending operations. Nevertheless, problems arise when both data sets are transparent. Kaehler et al. (2007) introduced an interesting approach for high-quality visualization of volume rendering of grid data and unstructured point set. Their approach is based on a GPU-accelerated raycasting algorithm, where point data is stored in a GPU-octree data structure (e.g. a 3d texture) in order to efficiently access it during ray traversal.

4. Results

4.1 Galaxy clusters

One main demand for a comprehensive data analysis is the visualization of both grid data (that comes from the hydrodynamical simulations) and the point data (coming from the N-body simulation and the SAM) at the same time. As expounded in the previous section, we are first and foremost interested in secondary effects of cosmic structure formation that influence the inter cluster medium. The analysis of the hydro-simulation should reveal, how material coming from galactic ram-pressure stripping and galactic winds behaves in this extremely hot ($10^7 - 10^9$K) and thin ($10^{-3}$ particles per cm$^3$) ICM.

The density and temperature plots in figures 4 (a) and (b) reveal crosswise major in-falling regions of hot gas that is further (shock-)heated and condensed in the central region of the cluster. The dots represent the galactic halos of which structures partially coincide with peaks in gas temperature and density, but clearly not always. This unique combined visualization of these two types of data reveals that groups of galaxy halos can produce remarkable substructures that also show in the gaseous component of the cluster. Furthermore there is a considerable amount of galaxies that are not fast enough to shock-heat the ICM excessively while descending towards the cluster center.

Especially fascinating in this context are the metallicity plots that disentangle chemical enrichment caused by galactic winds (Fig. 4 (c)) and ram-pressure stripping (Fig. 4 (d)). The trails of metals are much longer for the wind component and they begin much earlier in time and in further outwards regions of the cluster. Ram-pressure only acts above a certain
pressure threshold that can merely be achieved if both surrounding density of the ICM and the relative velocities of gas and galaxies are sufficient. Ram-pressure stripping however can in succession be especially effective and deprive the galaxy of a considerable fraction of its gas on cosmologically short time scales. Since galactic winds are predominantly driven by collective supernovae explosions as denoted in section 2.1.2, the metal yields are composed differently for wind respectively ram-pressure enriched material. This should lead to an inhomogeneous spatial distribution of chemical elements in a cluster which is however not yet observable with todays instruments and remains to be investigated also observationally in future projects.

![Fig. 4. Hydrodynamic quantities on the galaxy cluster.](image)

4.2 Magnetic fields in clusters of galaxies

The technique outlined in section 3.4.2 is very well suited to investigate the correlations of plasma properties in the intra-cluster medium (ICM) from simulations of clusters of galaxies. The simulations cover the evolution of the intra-cluster medium (ICM) from an early redshift $z \sim 100$ to the present time ($z = 0$) and include cosmic expansion, dark matter, baryonic matter, magnetic fields, (magnetohydrodynamics and radiative cooling).

The correlations between certain plasma properties can give important information on the dynamics of the whole system that might not be detectable or quantifiable when looking at those properties separately. A good example for this is the correlation between the magnetic pressure $p_{mag}$ and the density $\rho$ in the ICM which gives an insight into the importance of turbulence and dynamo effects during the cluster creation. Fig. 5 shows a Dual Volume Rendering of magnetic pressure and density of the ICM for a cluster with a total mass of $M_{\text{tot}} = 2.72 \times 10^{14} M_{\odot}$ at redshift $z = 0$. In Fig. 5(d) the dense isocontours of the magnetic pressure together with the high density values (blue-green) but low density gradients clearly indicate a region with high magnetic turbulence, which is otherwise only visible in a log $p_{mag}$-log $\rho$ correlation diagram where features cannot be localized in the 3D domain. Likewise in Fig. 5(e), the purple region marks increased magnetic pressure caused by the inflow of matter into the center of the cluster. It is important to note that a high density does not necessarily correspond to a high magnetic pressure, as the blue colored density isocontours in Fig. 5(e) demonstrate.

We find that the Dual Volume Rendering technique is especially well suited for investigating correlations between plasma properties that are not obvious from the values alone, but also take into account the gradients of aforementioned properties. This visualization method
Fig. 5. Results from a MHD simulation of a cluster of galaxies at redshift \( z = 0 \). A classical volume rendering is shown in (a) to (c). The overlaid rendering (b) works very well to visualize the distribution of gas and the large scale structure of the magnetic field strength. In regions of rapid changing values or close to the highest concentrations of density and magnetic field strength however the overlaid plots conceal each other’s features. This can be omitted by using Dual Volume Rendering, where one quantity is color mapped onto the isocontours of another quantity. In (d) the gas density (red - blue / low - high) is mapped onto the isobars of the magnetic field pressure, while in (e) the magnetic field pressure (blue - purple / low - high) is mapped onto the isocontours of the gas density.

allows to follow even steep gradients of both quantities that are being displayed together (compare (a) – (c) in Fig. 5 to the dual volume renderings (d) and (e)).

4.3 Ram-pressure stripping of disk galaxies

The simulations reveal many interesting results on ram-pressure stripped galaxies. The stripping of the gaseous disk is in well agreement with the Gunn & Gott criterion. The ram
pressure is calculated as \( p_{\text{ram}} = \rho_{\text{ICM}} v_{\text{rel}}^2 \). So, even low gas densities can deplete the gas mass in the disk if the relative velocity is higher. In the case of a high ram pressure, using a gas density of \( 10^{-27} \text{ g cm}^{-3} \) and a relative velocity of \( v_{\text{rel}} = 1000 \text{ km s}^{-1} \), the gas disk is almost completely stripped.

Moreover, the simulations show that ram pressure enhances the star formation rate. In the previously described scenario, the star formation rate can be enhanced up to eight times compared to galaxies evolved in isolation. The reason can be found in the compression of the gas disk due to ram pressure and the formation of dense gas knots in the stripped gas wake of the galaxy. Also in these gas clumps stars are formed as already has been seen by (Kapferer et al., 2008). Hence, ram-pressure stripping can contribute to the intra-cluster stellar population (see e.g. Mihos et al., 2005).

Visualizations are crucial to study morphology and dynamics of the stripped ISM in detail. For this purpose, density plots and velocity fields of the different components of the model galaxies are shown in the following sections.

### 4.3.1 Scalar visualization

In Fig. 8 the density of the newly formed stars (bluish) and the ISM (reddish-greenish) is shown in a face-on (right) and edge-on view (left) for five different time steps. It can clearly be seen in the face on view that the gas disk gets compressed by ram pressure, with just a bunch of dense gas remaining in the disk. The stripping process first involves the outer parts of the gas disk which leads to a diffuse gas in the tail remaining at the starting point of the galaxy. From the inner parts of the spiral structured disk, a filamentary structure is formed in the wake which finally leads to the formation of the dense gas clumps, depicted in detail in Fig. 6 (b). These clumps are stable throughout a few hundred million years. In Fig. 6 (a) it is apparent, that the gas knots are affected by ram pressure as some gas gets stripped. Nevertheless, due to self-gravity and the pressure of the ICM, only a very small amount of gas is stripped and the gas loss is almost completely due to star formation. As can clearly be seen in Fig. 7, the new stars are formed in the dense gas clumps and are falling towards the disk as they do not feel the ram pressure anymore.

### 4.3.2 Vectorial visualization

A part from the morphology of the distribution of stars and gas, also the dynamic of these components is highly interesting. In Fig. 9, the method of Doppler Speckles is used to show the movement of the gas. From this plot, it is obvious that the angular momentum of the gas disk is being conserved also in the stripped gas tail. A detailed view is shown in Fig. 10. A differential movement of the gas can be seen. With respect to the galaxy itself, the gas knots in the wake are slowed down due to ram pressure. On the other hand it is very interesting that the gas knots themselves rotate as well as the filamentary dumbbell-like structure shows in Fig. 10 (b). This can explain the formation of the gas clumps. To this end, a detailed view on the dumbbell structure is shown in Fig. 11. The rotation of the filament leads to the formation of a gas clump at both ends. Furthermore, the part in between is more affected by ram pressure due to the lower density, hence it is pushed backwards with respect to the formed gas clumps. Finally, the two clumps are dismembered.
4.3.3 Tensorial visualization

Computing and visualizing the point distribution tensor allows to identify regions of predominantly linear, planar and isotropic distributions immediately.

4.4 Cosmological evolution

In a cosmological evolution of a galaxy cluster we simulated the behavior of dark matter from initial conditions up to presence. The simulation was performed using 2,097,152 particles. Of particular interest in cosmological simulations is the formation of voids, filaments and clusters of galaxies, as depicted in Fig. 14. While a slight elliptical shape of the central class can be glimpsed from the intensity distribution (Fig. 14(f)) the tensor display clearly depicts the anisotropy of the distribution (Fig. 14(g)).
Fig. 8. Evolution of newly formed stars and gas for time steps \( T=10, 100, 150, 200, 300 \) and 400 Myr.
Fig. 9. Velocity of the gas, edge-on and front view for time steps $T=30, 100, 150, 200, 250$ and $300$ Myr. Rendered using the method of Doppler Speckles.
Fig. 10. Detail of velocity in high-density regions

(a) $T=240$ Myr  
(b) $T=270$ Myr  
(c) $T=290$ Myr

Fig. 11. Detailed evolution of a particular high-density region, showing velocity, density and newly formed stars.

(a) $R = 0.4$  
(b) $R = 0.8$  
(c) $R = 1.2$

Fig. 12. Closeup of the dumbbell structure at $T = 25$ Myr. The images illustrate the influence of the radius of the chosen neighborhood on the resulting point distribution tensor. The geometric properties are best illustrated in (b) where the linear ribbon connects the two high density regions. If the radius is increased the whole dumbbell is becoming linear.
Fig. 13. Geometric properties of the gas particle distribution at $T = 10$ Myr. The 1280 nearest neighbors are selected for each particle. The distribution has a cone-like planar structure on the right side and forms a linear ring on the left. The greyscale scalar fields and the direct tensor splats illustrate these structures.
Visualization Methods for Numerical Astrophysics

(a) Galaxy Distribution
(b) Tensorial Galaxy Distance Analysis
(c) Galaxie sub-cluster
(d) Point distribution tensor of a sub-cluster
(e) Inverse point distribution tensor of a sub-cluster
(f) Locations in central cluster
(g) Point distribution tensor of central cluster
(h) Inverse point distribution tensor of central cluster

Fig. 14. Tensorial point distribution distance (2000 points considered for neighborhood computation) allows to recognize distribution features within a large volume of galaxies.
5. Conclusion

In this article we have presented a systematic way to study data sets from numerical astrophysics originating from simulations exploring open questions. We review a model to organize data for scientific visualization supporting high reusability of visualization algorithms by avoiding problem-specific data structures. This model is based on the mathematics of fiber bundles and we discuss the mapping of astrophysical simulation data sets into this framework. We investigate the available data fields in the fiber space, exploring scalar-, vector- and tensor- fields that are given or extractable from the given data sets. We also discussed how visualization techniques face the different challenges of these data sets, such as visualizing transparency of combined data sets and exploiting the computational power and new features available in current GPU hardware. Results include (magneto-) hydrodynamic quantities of galaxy cluster, ram-pressure stripped galaxies with scalar, vectorial and tensorial visualization, and cosmological evolution of galaxy cluster.
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