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1. Introduction

Ever since the Paleoproterozoic snowball Earth era, ca. 2.4 billion years ago (e.g. Hoffman & Schrag, 2000; Kirschvink, 1992), and beyond, the landscape of the planet Earth has been shaped up by the tremendous amount of scouring due to the repeated waxing and waning of ice masses. Over time, the dynamics of ice masses – a major part of Earth’s cryosphere – has played a crucial role in global climate through complex interactions and feedbacks between the atmosphere, biosphere, and oceans. The cryosphere remains as one of the major dynamical components of the Earth system, participating in the geomorphologic and climatic evolution of the planet.

Presently, glaciers and ice sheets occupy ca. 10% of the Earth’s land surface in the annual mean (Lemke et al., 2007). If it were to melt out completely, the mean sea level would rise by more than 64 m. The majority of this contribution comes from the large ice sheets of Antarctica, 56.6 m (Lythe et al., 2001), and Greenland, 7.3 m (Bamber et al., 2001). Glaciers and ice caps outside of Greenland and Antarctica contribute in a range between 0.15 m (Ohmura, 2004) and 0.37 m (Dyurgerov & Meier, 2005). In the ongoing warm epoch of climate since the little ice age, beginning in the late 19th century, glaciers and ice sheets have been retreating in most regions of the world (e.g. Cook et al., 2005; Krabill et al., 1999; Zemp et al., 2006). Such a response of the cryosphere creates a high-degree of disequilibrium, with positive feedbacks on the Earth’s climate system, whereby the planet is likely to face ongoing and accelerated ice loss. Giving proper attention to the cryospheric component of climate system, most climate models forecast continued warming and glacier retreat at least until the end of 21st century (e.g. Christensen et al., 2007; Gillett et al., 2011).

On this premise, glaciological studies bear a tremendous importance; they are useful, for instance, (1) to understand the complex interaction between the ice and climate (e.g. Goelzer et al., 2011; Kaser, 2001), (2) to trace out the past climatic signals (e.g. Oerlemans, 2005; Thompson et al., 2003), (3) to assess the glacier-related hazards (e.g. Allen et al., 2009), and (4) to estimate glacial contributions to sea level rise (e.g. Leclercq et al., 2011; Meier, 1984; Raper & Braithwaite, 2006). To make future projections and to understand the intrinsic dynamical phenomena underlying glacier-climate interactions, such as the thermomechanical evolution of ice masses, numerical modelling, supplemented by field data, is the only option.

In this chapter, we discuss the physics and numerics of ice flow models with various degrees of complexity and we simulate the corresponding dynamics of a valley glacier. While valley glaciers make up only a tiny fraction (< 1.0%) of the global cryosphere, proper understanding of glacier dynamics is essential for several reasons. First, valley glaciers are in close proximity...
to human settlement; any alteration in their dynamics affects society immediately. Second, valley glaciers and ice caps are of significant concern for watershed- and regional-scale water resources (e.g. Jansson et al., 2003; Viviroli et al., 2003); they, for instance, provide fresh water supply for municipal, agricultural, and industrial purposes. Third, the dynamical response of glaciers leaves footprints of past climate in their moraines (e.g. Beedle et al., 2009); they have hence become proven indicators of climate change. More importantly, the ice flow in valley glaciers and icefields comprises a high degree of complexity, primarily due to the irregular valley geometry. This demands a high-order treatment of glacier dynamics, thereby posing a challenge to numerical modellers. Finally, the fundamental physics of glaciers (i.e. mechanisms of ice flow) do not differ from those of larger ice sheets; experience in modelling valley-glacier dynamics can be directly extended to modelling of continental-scale ice sheets.

This chapter is hence designed to focus on the dynamics of valley glacier and its modelling. We (1) introduce ice rheology and briefly summarize the history of numerical modelling in glaciology, (2) describe the model physics and analyze the various approximations associated with the low-order (reduced) models, (3) provide an overview of numerical methods, concentrating on the finite element approach, and (4) present a numerical comparison of several models with various degrees of sophistication.

2. Ice rheology and glacier modelling

The rheological properties of glacier ice are practically independent of the isotropic pressure (e.g. Rigsby, 1958), and are therefore commonly described using deviatoric stresses rather than Cauchy stresses. The constitutive equation that relates deviatoric stresses to strain-rates in randomly oriented polycrystalline ice (under secondary creep) is given by the linearized inversion of Glen’s flow law (Glen, 1955), i.e.

\[ \tau_{ij} = 2\eta \dot{\varepsilon}_{ij}, \]  

(1)

where \( \tau \) is the deviatoric stress tensor, \( \dot{\varepsilon} \) is the strain-rate tensor, and \( \eta \) is the effective viscosity. The viscosity of glacier ice is strain-rate dependent and is given by,

\[ \eta = \frac{1}{2} A^{-\frac{1}{n}} \dot{\varepsilon}^{\frac{1}{n}}, \]  

(2)

where \( A \) is the flow law rate factor, \( n \) is the flow law exponent, and \( \dot{\varepsilon} \) is the effective strain-rate that can be understood from the second invariant of \( \dot{\varepsilon} \), i.e.

\[ 2\dot{\varepsilon}^{2} = \dot{\varepsilon}_{ij} \dot{\varepsilon}_{ji}. \]  

(3)

By defining

\[ \dot{\varepsilon}_{ij} = \frac{1}{2} (u_{i,j} + u_{j,i}), \]  

(4)

deviatoric stresses in Equation (1) can easily be expressed in terms of ice velocity, \( u \), – the readily observable glaciological field variable.

Hypotheses and experimental foundations of this theory of ice rheology are given by Glen (1958) and are reviewed in detail by, e.g. Alley (1992), Budd & Jacka (1989), Cuffey & Paterson (2010), Hooke (1981), and Marshall (2005). Since the form of the constitutive relation (Eq. 1) is well-established and can be explained in terms of dislocation theory, these discussions revolve around the suitable parameterizations of \( A \) and \( n \). The flow law rate factor, \( A \), is
thought to depend primarily on ice temperature, as well as on crystal size and orientation (anisotropy), water and impurity content, ice density and pressure, and perhaps on other several factors. Only the thermal dependence of $A$ has been parameterized, following an Arrhenius relation (e.g. Hooke, 1981; Paterson & Budd, 1982), and coupled successfully with dynamical ice-flow models (e.g. Huybrechts & Oerlemans, 1988; Marshall & Clarke, 1997). Several attempts have also been made to account for anisotropic effects through the introduction of a “flow enhancement factor”, both empirically (e.g. Wang & Warner, 1999) and through physically-based parameterizations (e.g. Gillet-Chaulet et al., 2005; Morland & Staroszczyk, 2003).

Similarly, the choice of flow law exponent, $n$, is also not obvious, as it varies in a range 1.5 – 4.2 under different stress regimes (Weertman, 1973). For the realistic scenarios, i.e. $\tau \approx 50 - 200$ kPa, $n = 3$ is representative (e.g. Cuffey & Paterson, 2010). Assuming isothermal and isotropic ice masses for purposes here, we use $n = 3$ and $A = 10^{-16}$ Pa$^{-3}$ a$^{-1}$ as in, e.g. Pattyn et al. (2008) and Sargent & Fastook (2010).

In the early 1950s, the power-law relation between $\tau$ and $\dot{e}$ (Eqs. 1–3) was formulated based on laboratory experiments (Glen, 1952) and field observations on the closure of boreholes (Nye, 1953). Subsequently, the Glen-Nye law, commonly known as the Glen’s law after Glen (1955), emerged to describe the glacier ice as a quasi-viscous fluid with non-Newtonian flow behaviour. This not only discarded the then-prevailing theory of “extrusion flow” (see Waddington, 2010), but also opened the door for investigating the theoretical and mathematical foundations of modern glaciology. Nye’s works (e.g. Nye, 1952; 1959) mark the beginning of such investigations, particularly focusing on the motion of glacier ice. Robin (1955) was the first to calculate ice temperature by considering glacial thermodynamics. Due to the lack of computational power, these early works were primarily based on the semi-analytical methods used in contemporary fluid mechanics. A nice summary of these early works that form the foundation of physical glaciology is given in Clarke (1987).

With the dawn of digital computing, model-based studies of glacier dynamics started in late 1960s (e.g. Campbell & Rasmussen, 1969). Soon after, several numerical models (e.g. Budd & Jenssen, 1975; Mahaffy, 1976; Oerlemans, 1982) were developed, including the ones with thermomechanical coupling (e.g. Jenssen, 1977). These pioneer models were based on the “shallow-ice” theory of glacier mechanics (e.g. Nye, 1959), which assumes that ice thickness is much less than the horizontal length scale over which a domain is discretized. This theory was later developed rigorously by Hutter (1983) and Morland (1984), which is now known formally as the shallow-ice approximation (SIA). SIA models have been used extensively for simulating large ice sheets (e.g. Calov & Hutter, 1996; Huybrechts & Oerlemans, 1988), as well as valley glaciers (e.g. Adhikari & Huybrechts, 2009; Oerlemans et al., 1998). In general, ice sheet models need to thermomechanically coupled, since the polar ice sheets span a range of temperature from the melting point to ca. –50°C, whereas models for temperate valley glaciers are commonly isothermal. This is reasonable outside of the polar regions, as most of the world’s valley glaciers are temperate: at the pressure-melting point throughout. For SIA models with and without the coupled thermodynamics, benchmark numerical experiments are presented respectively by Payne et al. (1996) and Huybrechts et al. (1996).

SIA theory is strictly valid only where horizontal gradients in ice thickness and velocity are negligibly small and bedrock slopes are sufficiently gentle. These criteria are clearly violated in valley glaciers (e.g. Le Meur et al., 2004; Leysinger Vieli & Gudmundsson, 2004),
fast-flowing ice streams (e.g. Whillans & Van der Veen, 1997), and at the ice divides and grounding zones of ice-sheet/ice-shelf systems (e.g. Baral et al., 2001). Several attempts have therefore been made to capture high-order dynamics in ice flow models; effects of longitudinal stress gradients (e.g. Adhikari & Marshall, 2011; Shoemaker & Morland, 1984; Souček & Martinec, 2008) and lateral drag (e.g. Adhikari & Marshall, in preparation; Nye, 1965) are particularly accounted via physically-based or numerical/empirical parameterizations. More complete representations of glacier dynamics are provided by high-order (e.g. Blatter, 1995; Pattyn, 2003) and Stokes (e.g. Jarosch, 2008; Jouvet et al., 2008; Zwinger et al., 2007) models. The development history of such models is nicely summarized by Blatter et al. (2010); corresponding benchmark experiments are presented by Pattyn et al. (2008).

With the material nonlinearity (see Eqs. 1–2), even SIA models are not analytically tractable; the coupled evolution of glacier temperatures, rheology, and high-order velocities therefore requires a numerical solution. A few attempts have been made to obtain analytical solutions (e.g. Bueler et al., 2007; Sargent & Fastook, 2010), however, at least as a tool for verification of numerical models in simple geometric and climatic settings.

3. Model physics, approximations, and boundary conditions

For full simulations of Earth’s climate system, the dynamical models of glaciers and ice sheets are coupled with those of other climatic components, namely the atmosphere, the biosphere, and the ocean (see, for example, Fig. 1 in Huybrechts et al., 2011). The models of glaciers and ice sheets are usually accompanied by, for instance, (1) a mass balance model that describes the physics of mass exchange at the ice/atmosphere and ice/ocean interface, (2) a model of glacial isostatic processes whereby the underlying bed deforms due to the load of ice, and (3) a model of subglacial till deformation that yields the associated basal motion of ice. The intrinsic processes of ice flow can be described by a combination of gravitational creep deformation and decoupled basal sliding. To simulate creep deformation (i.e. effective viscosity) and to predict the regions where ice masses are warm-based (permitting basal sliding), a proper account of energy balance is essential. Along with the companion models listed above, a full three-dimensional ice flow model, equipped with thermomechanical coupling, is therefore required for the realistic simulations of glacier dynamics.

We outline a simple flowchart (Fig. 1) depicting the major components of a typical ice flow model. Given the boundary conditions and some description of mass budget, we accomplish ice flow modelling in a two-step simulation: (1) diagnostic simulation of a set of steady-state problems in order to obtain the quasi-stationary englacial velocity/stress and temperature fields at time \( t \), and (2) prognostic simulation satisfying kinematic boundary conditions to update the glacier geometry at a subsequent time, \( t + \Delta t \). Below, we describe the physics and associated low-order approximations of several ice flow models.

3.1 Diagnostic equations

Dynamical models for ice flow are based on the fundamental physics of conservation of mass, momentum, and energy. Glacier velocities are so small that we can remove the acceleration term from the momentum balance equation; the dynamical problem in glaciology therefore reduces to a Stokes problem. For isothermal glacier domains in \( k(\geq 2) \)-dimensional Euclidean
t = t + ∆t

Fig. 1. Flowchart of an ice flow model. The processes associated with the diagnostic and prognostic simulations are listed in the LHS and RHS boxes, respectively; black and red colors are used for clarity. Dotted boxes enclose the processes that are not considered in this study. Mid-arrows are used to depict the corresponding boundary conditions.

In space, \( \mathbb{R}^k \), the Stokes problem can be stated as,

\[
\begin{align*}
    u_{i,i} &= 0, \\
    \sigma_{ij} + \rho g_i &= 0,
\end{align*}
\]  

where \( u \) is the velocity vector, \( \sigma \) is the Cauchy stress tensor, \( \rho \) is ice density, and \( g \) is the gravity vector. We split \( \sigma \) into its deviatoric part, \( \tau \), and an isotropic pressure, \( p \), i.e.

\[
\sigma_{ij} = \tau_{ij} + p\delta_{ij},
\]

whereby the momentum balance equation (Eq. 6) can be expressed in terms of the velocity vector, as explained in Section 2. The isotropic pressure is dependent on the trace of Cauchy stress tensor, i.e. \( p = \sigma_{ii}/k \), and is activated via the Kronecker delta, \( \delta_{ij} \), only when normal stresses are being considered (\( \delta_{ij} = 1 \) for \( i = j \), and \( \delta_{ij} = 0 \) otherwise).

Intuitively, three-dimensional (3D) Stokes models, which solve a complete set of Stokes equations (Eqs. 5–6), describe the most sophisticated treatment of glacier dynamics. Virtually all models developed to date (e.g. SIA or high-order) can be considered as approximations of a Stokes model. Hindmarsh (2004) compares the numerical solutions of various approximations to the Stokes equations. Apart from the standard SIA model, he considers an ‘L’ family of models that include some of most common models, such as those of Blatter (1995), MacAyeal (1989) and Pattyn (2003). These L-models differ from each other in: (1) how they reduce the definitions of momentum balance (Eq. 6), strain-rate tensor (Eq. 4) and its second invariant (Eq. 3), and (2) how they obtain the approximate solutions of ice velocities from the previous iteration step to calculate effective viscosity (Eq. 2). Since such approximations are made primarily to optimize the solution accuracy and computational efficiency, it is not always obvious how to choose a particular model for a given glaciological scenario. Here, we present
new brands of models, whose associated approximations clearly define the distinct physical mechanisms of glacier dynamics; the scope of each model therefore becomes apparent.

In a 3D domain of land-based glacier, key physical processes that act to balance a gravity-driven ice-flow consist of basal drag, $\tau_b$, resistance associated with longitudinal stress gradients, $\tau_{lon}$, and lateral drag, $\tau_{lat}$. Mathematical details of these resistances can be found, for example, in Van der Veen (1999) and Whillans (1987). Based on the physical mechanisms associated with each resistance, we define three families of models. Ice flow in the first family of models is controlled collectively by $(\tau_b + \tau_{lon} + \tau_{lat})$, in the second one by $(\tau_b + \tau_{lon})$ only, and in the third one by $\tau_b$ alone. For a fairly wide glacier (such that $\tau_{lat} \approx 0$) resting on steep and undulating bedrock (such that $\tau_{lon}$ is significant), for example, the second family of models should be optimal to yield realistic simulations. Members of a given model family differ from each other mainly in that they deal with different spatial dimensions. Below, we describe each of them; relevant governing equations are given in Appendix A.

### 3.1.1 Full-system Stokes (FS) model

If a model solves the Stokes equations (Eqs. 5–6) in 3D space, $\mathbb{R}^3$, we call it the full-system Stokes model (FS). This is the only member of the first model family. Here, the indices $(i, j)$ refer to Cartesian coordinates $(x, y, z)$; $x$ is the horizontal coordinate along the principal flow direction, $y$ is the second horizontal coordinate along the lateral direction, and $z$ is the vertical coordinate opposite to gravity.

### 3.1.2 Plane-strain Stokes (PS) model

The 3D plane-strain Stokes model (PS3) does not strictly follow the plane-strain approximations as its name suggests. It rather excludes the lateral gradients of stress deviators, i.e. $\tau_{i,j} = 0$, in the momentum balance equation (Eq. 6), and those of ice velocities, i.e. $u_{i,j} = 0$, in the strain-rate definition (Eq. 4). The flowline version of this model (PS2) solves the Stokes equations in a two-dimensional (2D) space, $\mathbb{R}^2$, and hence follows the plane-strain approximations. In a flowline model, the indices $(i, j)$ refer to Cartesian coordinates $(x, z)$, where $x$ and $z$ are once again the horizontal and vertical coordinates, respectively.

### 3.1.3 Shear-deformational (SD) model

In 3D shear-deformational model (SD3), the vertical shear stresses, i.e. $\tau_{iz}$ with $i = (x, y)$, are the only non-zero stress components. As for the PS3 model, it also excludes the lateral gradients of stress deviators and ice velocities. In its flowline counterpart (SD2), $\tau_{xz}$ is the only non-zero stress component; no further assumption is needed.

The standard zeroth-order SIA models (Hutter, 1983) also belong to the SD family. The three-dimensional (SIA3) and flowline (SIA2) shallow-ice models can be derived respectively from the SD3 and SD2 models, by further assuming that the horizontal gradients in vertical shear stresses and ice velocities are negligible, i.e. $\tau_{iz,x} = 0$ and $u_{i,x} = 0$. The laminar-flow model (LF) is the simplest of SD models. There exist analytical solutions for ice velocities in isothermal, laminar flow (e.g. Cuffey & Paterson, 2010; Van der Veen, 1999); the horizontal velocity, $u_{xz}$, at any point on the flowline plane $(x, z)$, for example, is given by

$$u_{xz}(x, z) = u_x(x, b) + \frac{2A}{n + 1} \left[ \rho g z a_s(x) h(x) \right]^{n+1} \left[ 1 - \left( \frac{\tilde{s} - z}{h(x)} \right)^{n+1} \right],$$

(8)
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where \( u_x(x,z) \) and \( u_x(x,b) \) are respectively the velocities at any depth \( z \) and at the bedrock \( z = b \). Similarly, \( g_z \) is the vertical component of the gravity vector, \( h(x) \) is the ice thickness, \( s \) is the glacier surface, and \( \alpha_s(x) \) is the surface slope.

### 3.2 Prognostic equations

In prognostic simulations of each model, the glacier surface, \( z = s \), evolves satisfying the kinematic boundary condition,

\[
s_t + u_i(s) s_i = u_z(s) + m(s, t),
\]

where subscript \( t \) represents time, index \( i \) refers to the horizontal coordinates, i.e. \( i = (x, y) \subset \mathbb{R}^3 \), and \( i = x \subset \mathbb{R}^2 \), \( u_z(s) \) is the vertical velocity at the glacier surface, and \( m \) is the mass balance function. To compute the unknown \( s \) at a new time \( t + \Delta t \), we obtain glacier surface velocities from the diagnostic simulation of domain at an antecedent time \( t \), and prescribe \( m(s, t) \) as a vertical flux with units \( \text{m ice eq. a}^{-1} \).

### 3.3 Boundary conditions

In addition to the kinematic boundary condition (Eq. 9), the upper ice surface satisfies the stress free criterion, i.e. \( \sigma_{ij}(s) \approx 0 \). This involves an assumption that the role of atmospheric pressure on the overall dynamics of glacier ice is negligibly small. The kinematic boundary condition (similar to Eq. 9) is also applied at the ice/bedrock interface. However, we impose a no-slip basal criterion, i.e. \( u_i(b) = 0 \). In doing so, we assume no mass exchange due to ice melting/refreezing, i.e. \( m(b, t) = 0 \), thus restricting the evolution of basal ice, i.e. \( b_t = 0 \).

The lateral boundary condition (glacier margin) is typically free in glacier simulations, with ice free to advance or retreat within a domain. Domain extent is designed such that the ice mass does not reach the boundary; it then freely evolves within the domain, with a zone with ice thickness \( h = 0 \) around the periphery. If the combined snow accumulation rates and ice flux into an empty grid cell exceed local mass loss (ablation), the grid cell becomes glacierized and is included in the overall glacier continuum.

### 4. Numerical methods applied to glacier dynamics

The existence of numerical solutions to strongly nonlinear Stokes problem discussed in Section 3.1 is proven in Colinge & Rappaz (1999). Various approaches have been used to obtain solutions in 3D space; numerical schemes such as finite difference (e.g. Colinge & Blatter, 1998; Huybrechts et al., 1996; Marshall & Clarke, 1997; Pattyn, 2003), finite element (e.g. Gudmundsson, 1999; Hanson, 1995; Jarosch, 2008; Jouvet et al., 2008; Picasso et al., 2008; Zwinger et al., 2007), control volume (e.g. Price et al., 2007), and spectral (e.g. Hindmarsh, 2004) methods have all been employed. Finite difference (FD) and finite element (FE) methods are more common; we use the latter one. Along with a brief overview of the FD method, below we provide theoretical and numerical details of the FE method.

#### 4.1 Finite difference method (FDM)

Most “classical” models of glacier and ice sheet dynamics are based on FDM, where the 3D domain is split into a series of regular grid cells on a Cartesian or spherical (i.e. Earth) grid. Staggered grids are used, solving ice thickness, stress and temperature in the cell centre and
3D velocity fields at the cell interfaces, with discretization of the governing equations through standard second-order FD approximations (e.g. Huybrechts & Oerlemans, 1988). Vertical resolution is usually fine compared to horizontal resolution, with 10-40 layers in the vertical, on an adaptive, stretched grid that is updated each time step as the glacier thins or thickens. Sometimes a nonlinear vertical grid transformation is also introduced in order to increase resolution near the bed, where velocity gradients are strongest.

For SIA models, the system of FD equations is particularly efficient to solve, as the governing equation at a point is dependent on only local conditions (ice thickness, surface slope). In this case the solution depends only on the nearest neighbours to a grid cell, presenting a banded matrix system that is amenable to sparse matrix techniques. With a more complete representation of the physics, i.e. the Stokes and high-order models, solutions are non-local and computational costs increase by an order of magnitude or more (Blatter, 1995).

FD discretizations are also limited in their ability to describe complex geometries, as found in valley glaciers, ice shelves, and fjords: many of the most interesting glaciological situations. Much of the most interesting dynamics is at the glacier or ice sheet margin, where increased resolution is desirable. We therefore turn to FE method for glaciological simulations for the remainder of this chapter.

### 4.2 Finite element method (FEM)

The existence and convergence of FE solutions for the glaciological (Stokes) problem have been proven in Chow et al. (2004) and Glowinski & Rappaz (2003). Let \( \Omega \in \mathbb{R}^k \) \( k \geq 2 \) be a continuous glacier domain, enclosed by a boundary \( \Gamma \). In FE schemes, we decompose \( \Omega \) into a finite number of elemental domains \( \Omega_e \), thereby generating a finite number of boundary domains \( \Gamma_e \). Satisfying the relevant boundary conditions, we first seek the approximate solutions of field variables within each sub-domain, \( \Omega_e \). We then assemble them over the continuous domain, \( \Omega \), to obtain the required solutions.

There are several methods, such as variational and weighted residuals, to formulate the FE counterparts of the governing equations. We use the standard Galerkin method – a weighted residual approach in which the weighted sum of system residuals arising from the FE approximations of a continuous domain is set to zero.

#### 4.2.1 Diagnostic equations

Let \( \tilde{u} \) and \( \tilde{p} \) be the approximate solutions of field variables that vary within \( \Omega_e \), according to the respective interpolation functions \( \psi^u \) and \( \psi^p \), such that

\[
\tilde{u}(x, y, z) = \psi_i^u(x, y, z) u_i = [\psi^u(x, y, z)] \{u\}, \quad \text{(10)}
\]

\[
\tilde{p}(x, y, z) = \psi_i^p(x, y, z) p_i = [\psi^p(x, y, z)] \{p\}, \quad \text{(11)}
\]

where index \( i \) refers to the elemental degrees of freedom associated with the velocity vector and pressure, respectively. Hence, \( \{u\} \) and \( \{p\} \) denote the nodal velocities and pressure.

By plugging in the approximations of field variables (Eqs. 10–11), we obtain the residuals of the diagnostic equations presented in Section 3.1. The weighted sum of these residuals,
according to the standard Galerkin method, is then set to zero, i.e.

\[
\int_{\Omega_e} \psi^p \left[ \bar{u}_{i,j} \right] d\Omega_e = 0, \tag{12}
\]
\[
\int_{\Omega_e} \psi^u \left[ \sigma_{ij,j} (\bar{u}_i, \bar{p}) + \rho g_i \right] d\Omega_e = 0. \tag{13}
\]

Here the weights are chosen to be the assumed interpolation functions; this is unique to the Galerkin method (e.g. Rao, 2005). See Appendix B for the details of construction of a linear system of these equations in 3D Cartesian coordinates.

As the governing equations comprise a one-degree high-order of derivative for the velocity vector than that for the isotropic pressure (see Appendix A), a typical Taylor-Hood element (Hood & Taylor, 1974) with quadratic interpolation function for velocities and linear one for pressure is recommended. For simplicity, however, we use the same order of interpolation function, so that \( \psi^u = \psi^p = \psi \). Any instability arising as a result is accommodated by using the stabilized finite elements (Franca & Frey, 1992).

Stabilization involves addition of mesh-dependent terms to the Galerkin formulation. These additional terms are the Euler-Lagrange equations evaluated elementwise, so that exact solutions satisfy both the Galerkin and these additional terms. The additional terms are,

\[
\left\langle \sigma_{ij,j}, \delta_1 \sigma_{ij,j} \right\rangle + \left\langle u_{i,j}, \delta_2 u_{i,j} \right\rangle, \tag{14}
\]
\[
\left\langle \rho g_i, \delta_1 \sigma_{ij,j} \right\rangle. \tag{15}
\]

Equation (14) is added to the elemental coefficient matrix and Equation (15) is added to the RHS force vector. In Equation (14), the first term inside the first inner product is the residual of momentum balance equation (Eq. 13), excluding the force term, and the first term inside the second inner product is the residual of continuity equation (Eq. 12). The second terms associated with stability parameters \( \delta_1 \) and \( \delta_2 \) are the stabilization contributions to the weight functions. Here, these contributions are assumed to be the same as the respective system residuals. The stability parameters are chosen following (Franca & Frey, 1992),

\[
\delta_1 = \frac{m_k h_k^2}{4 \eta}, \quad \delta_2 = \frac{2 \eta}{m_k}, \tag{16}
\]

where \( m_k \) depends on the type of the element and \( h_k \) on its size. Details of diagnostic system stabilization (for the FS model) are given in Appendix C.

### 4.2.2 Prognostic equations

In prognostic simulations, we seek the approximate solution, \( \tilde{s} \), of \( s \) along the ice surface. Over each relevant \( \Gamma_e \), \( \tilde{s} \) varies according to the chosen interpolation function \( \psi^s \), such that

\[
\tilde{s}(x, y, t) = \psi^s_T (x, y, t) s_i = [\psi^s (x, y, t)] \{ s \}. \tag{17}
\]

With this approximation of field variables, we obtain the residuals of the prognostic equation (Eq. 9), whose weighted sum is set to zero,

\[
\int_{\Gamma_e} \psi^s \left[ \tilde{s}_{t,i} + u_{i,j} \tilde{s}_{j,i} - (u_z + m) \right] d\Gamma_e = 0. \tag{18}
\]
This hyperbolic equation is stabilized by adding the element-wise terms (Donea & Huerta, 2003) to the mass and coefficient matrices, as well as to the force vector. Mathematical details of FE formulation and stabilization of the prognostic equation are given in Appendix D.

4.2.3 Elmer and model numerics

We use the open source FEM code Elmer (http://www.csc.fi/elmer), adapted for Glen’s flow law for ice (Glen, 1955). Elmer gives approximate (numerical) solutions for both the FS and reduced models by solving the weak forms of the respective governing equations. The solutions from the FS and PS2 models are tested by Gagliardini & Zwinger (2008), against the ISMIP-HOM (Ice Sheet Model Intercomparison Project for Higher-Order Models; Pattyn et al., 2008) benchmark experiments. We solve additional subroutines to obtain FE solutions for the PS3 and SD family of models. We validate SIA2 model by comparing results with the corresponding analytical solutions (Eq. 8; see Adhikari & Marshall, 2011).

We sketch a flowchart of the solution scheme employed in Elmer (Fig. 2). The linear system of equations obtained from the Galerkin formulation (Eq. B16) is in the core of the solver. This can be solved by using either direct or iterative methods. The direct method yields an exact solution up to the machine precision; this, however, is not feasible for large problems. We therefore use an iterative method, the Krylov subspace method method (biconjugate gradient stabilized method, BiCGStab) with with an incomplete lower-upper factorization (ILU4) as the system pre-conditioner, and obtain the approximate solutions. Given the mesh density and element type, the accuracy of such solutions relies on the chosen convergence criterion, $e_I$; the smaller the value of $e_I$, the more accurate the solutions. However, too small a choice of $e_I$ makes the job computationally inefficient.

We then solve the material nonlinearity associated with the constitutive relation. We apply a fixed point iteration scheme (the Picard linearization) to linearize the system by expressing $\eta$ in terms of $u_I$ from the previous iteration step. Here also, a suitable convergence criterion, $e_{nlI}$, should be satisfied. For a given transient domain, we integrate the prognostic equation

\[ \text{Linear system } [K] \{\phi\} = [F] \]

\[ K = K(\phi), \quad e_{nl} \]

\[ t = t + \Delta t \]

Fig. 2. Flowchart of the solution scheme. Here also, red color is used to distinguish the prognostic simulations from the diagnostic ones.
until the steady-state criterion, $e_s$, is reached; we use implicit scheme (first-order backward differentiation formula, BDF, scheme) for such time-dependent integrations. We advise maintaining $e_l < e_{nl} < e_s$ for good convergence. Other aspects of Elmer (e.g. effects of mesh density on solution accuracy and computational efficiency, and parallel simulations) are given by Gagliardini & Zwinger (2008).

For each experiment considered in this study, we generate the structured mesh by using ElmerGrid. ElmerGrid is basically a 2D mesh generator, but it is also capable of extruding and manipulating the mesh in the third dimension. Since 3D experiments require a large amount of memory and computation time, we perform parallel runs in a high-performance computing cluster provided by the Western Canadian Research Grid (WestGrid).

5. Numerical comparison of physical approximations

We consider a $10 \times 2.5$ km$^2$ glacial valley. To mimic a typical real-world glacier scenario, we include meanders and bumps in the subglacial topography, $b(x,y)$, as defined below,

$$

b(x,y) = 5000 - x \tan \alpha_b + a_x \sin \left(0.5\pi + \frac{4\pi x}{L}\right) - a_y \sin \left[(y + \theta) \frac{\pi}{W}\right],
$$

where $\alpha_b$ is the mean bedrock slope in radians, $L$ and $W$ are the longitudinal and lateral extents of the valley, $a_x$ and $a_y$ are the amplitudes of the topographical variation in $x$ and $y$ directions, and $\theta$ is the sinusoidal offset of the flowline. Here, we use $\alpha_b = 12^\circ$, $L = 10$ km, $W = 2.5$ km, $a_x = 200$ m, $a_y = (500 + 0.05x)$ m, and $\theta = 500 \sin (2\pi x/L)$ m. The plan view of basal topography is shown in Figure 3a; the central flowline is also depicted.

Next, we define the climatic regime. For $z \leq 4.6$ km and over a 500-m wide corridor around the central flowline (see Fig. 3a), the mass balance function, $m(s,t)$, is chosen as,

$$

m(s,t) = \beta [s(x,y) - E] + \Delta m(t),
$$

where $\beta$ is the linear mass balance gradient, $E$ is the equilibrium line altitude (ELA), and $\Delta m(t)$ is the time-dependent mass balance perturbation; $m(s,t) = 0$ elsewhere. For now, we choose $\beta = 0.01$ m ice eq. a$^{-1}$ m$^{-1}$, $E = 3.7$ km, and $\Delta m(t) = 0$ m ice eq. a$^{-1}$. Since $s(x,y)$ evolves in prognostic simulations (Eq. 9), the parameterization of $m(s,t)$ (Eq. 20) ensures that our models capture the height/mass-balance feedback inclusively.

Under these geometric and climatic settings, we grow glaciers to steady state using several models. In order to illustrate the importance of each physical mechanism of ice flow, we consider three different models (one from each model family), namely the FS, PS3 and SIA3 models. We denote them respectively by FS, PS and SD, unless otherwise specified. Each model domain consists of 50 k bilinear quadrilateral elements, with average horizontal dimensions $50 \times 50$ m$^2$. The vertical dimension of element varies according to the ice thickness; we use five vertical layers. Below, we carry out numerical comparison of these 3D models in terms of steady state geometry, surface velocity, basal shear stress, and response timescales. Considering pragmatic flowline models (PS2 and SIA2), we also present a brief tutorial on modelling valley glacier dynamics, which involves (1) sensitivity tests for a glacier, (2) reconstruction of past climate or glacier extent, and (3) projection of a glacier’s future.
Fig. 3. (a) Basal topography, showing the central flowline. The mass balance function (Eq. 20) is applied only over a passage enclosed by dotted lines. (b) Evolution of ice volume. (c) Steady state ice thickness obtained from the FS model. (d) Longitudinal profiles of steady state geometry along the central flowline; the corresponding ELA is shown with a dotted line.

5.1 Geometry and field variables

The evolution of a glacier from zero ice volume to steady state is shown for each model case (Fig. 3b). By accounting for the high-order physical mechanisms, FS and PS models hold more ice mass than does the SD model. To assess the importance of high-order dynamics, i.e. the role of $\tau_{\text{lat}}$ and/or $\tau_{\text{lon}}$, we compute errors between the models. We denote the error, for example, by $e_{\text{PS,FS}}$ to explain a difference between the PS and FS models with respect to the latter one. The errors $e_{\text{PS,FS}}$ and $e_{\text{SD,PS}}$ therefore illustrate the sole role of $\tau_{\text{lat}}$ and $\tau_{\text{lon}}$, respectively; while $e_{\text{SD,FS}}$ explains their collective effects. The steady state ice volume obtained from each model and the associated errors are listed in Table 1. For the chosen geometric setting, the role of $\tau_{\text{lat}}$ ($e_{\text{PS,FS}} = -10.6\%$) is relatively more pronounced than that of $\tau_{\text{lon}}$ ($e_{\text{SD,PS}} = -7.6\%$).

The plan view of the steady state ice thickness obtained from the FS model is shown in Figure 3c. The maximum ice thickness is observed along the central flowline, and specifically around the basal depression at $x \approx 3$ km. This is true for each model case, as shown in Figure 3d. Although the longitudinal profiles of surface elevation appear to superimpose on each other, there is a considerable difference in both the mean (Table 1) and maximum values of ice thickness. The SD model generates a glacier that is 6.4% and 15.9% thinner than the PS
Fig. 4. (a) Surface velocity and (b) basal shear stress along the central flowline. Evolutions of (c) ice volume and (d) glacier length in response to step changes in climate, imposed on the steady-state glaciers whose geometries are shown in Fig. 3.

and FS models, respectively. This indicates the significance of resistances associated with the high-order dynamics; \( \tau_{lat} \) once again appears to be more crucial than \( \tau_{lon} \).

The steady state horizontal velocity at the upper ice surface, \( u_x(x, y, s) \), along the central flowline is plotted in Figure 4a. In each model case, we find smaller velocities around the basal depression at \( x \approx 3 \) km; while ice flows faster at places with steeper basal slopes (see Fig. 3d). Due to resistive effects of high-order dynamics, the FS and PS models yield relatively smaller ice velocities. The mean surface velocity along the central flowline in the SD model is higher by 5.9% and 23.6% than in the PS and FS models, respectively (Table 1).

We also calculate the deviatoric stresses from the englacial velocity field, using Equations (1–4). The vertical shear stress at the ice/bedrock interface, \( \tau_{xz}(x, y, b) \), in a steady state longitudinal profile along the central flowline is shown in Figure 4b. As expected, basal shear stress is smaller in the PS and FS models, where other stress components are also active (i.e. \( \tau_{xz} \) is not the only non-zero component) to control the glacier ice flow. In the SD model, \( \tau_{xz}(x, y, b) \) characterizes \( \tau_b \) (e.g. Adhikari & Marshall, 2011), which is the sole resistance to the gravitational driving stress, \( \tau_d \); it follows that \( \tau_{xz}(x, y, b) \approx \tau_d \). Therefore, we calculate the errors as the difference between the SD and FS/PS models with respect to the former one. This gives a rough idea about the fractional contributions of high-order resistances, i.e. other than \( \tau_b \), to balance the gravity-driven ice flow; we find \( \tau_{lon} \approx e_{SD,PS} = 6.1\% \) and
\((\tau_{\text{lon}} + \tau_{\text{lat}}) \approx e^{\text{SD,FS}} = 17.6\%\) (Table 1). These figures represent lower-limit estimates, as \(\tau_d = \rho g h \alpha_s\) (e.g. Van der Veen, 1999) should be larger for the high-order models, which hold thicker ice masses.

### 5.2 Response of the glacier to climate change

Before simulating the past and future dynamics of a glacier, it is useful to conduct a simple sensitivity test by imposing a step change in climate, i.e. mass balance, on the steady state geometry. This yields the characteristic timescales of a glacier, specifically the response times, which explain the length of time over which the glacier carries in its memory the mass balance history. On the corresponding steady state geometry of each model (Section 5.1), we impose \(\Delta m(t) = \pm 1\text{ m ice eq. a}^{-1}\) in turn and let the glacier respond until it attains a new steady state. The volume and length response of a glacier in each model case are plotted respectively in Figure 4c and 4d. Based on the e-folding concept (e.g. Jóhannesson et al., 1989), we calculate both the volume, \(t_v\), and length response time, \(t_l\), as the time required for a glacier to adjust \((1 - e^{-1}) \approx 63\%\) of total change in volume, \(\Delta V\), and length, \(\Delta L\), respectively.

Response times, \(t_v\) and \(t_l\), are listed in Table 1; values are given for 2D flowline models as well. Based on these values, we note a few important points. First, a glacier takes less time, by ca. 17 (3D) and ca. 8 years (2D), to adjust its ice volume vs. its length. The relatively shorter \(t_v\) is primarily due to the instantaneous response of ice thickness to the climatic perturbation. Secondly, all models with a given spatial dimension yield nearly the same response times, i.e. \(t_v \approx 25\) and \(t_l \approx 42\) years (3D), and \(t_v \approx 12\) and \(t_l \approx 21\) years (2D). Leysinger Vieli & Gudmundsson (2004) find the same for 2D models, and they suggest that simpler models are sufficient for the purpose of estimating response times. This however does not imply that 2D models yield representative timescales for 3D cases. For the chosen geometry, 3D models appear to take twice as long to respond as the flowline models. This is mainly because the flowline models only capture the maximum velocity, along the central flowline, and hence adjust its geometry more quickly; whereas 3D models have an integrated ice flux across the glacier, which gives a slower average velocity, and consequently take longer time to adjust its geometry. Therefore, the flowline models, which lack the proper account of effects of varying glacier width, do not yield realistic estimates of response times for valley glaciers.

### 5.3 Projecting the glacier’s future using flowline models

One of the key reasons for using dynamical ice flow models is to simulate the future states of a glacier under several possible climatic scenarios. To be able to obtain realistic predictions of ice volume, ice flow models should be constrained properly, ensuring that they truly represent the dynamics of the glacier at hand. Depending upon the availability of field data, this is usually accomplished through simulations of the ice surface velocities and/or historical front variations (e.g. Adhikari & Huybrechts, 2009). As we have considered synthetic glaciers, we take advantage to assume that the FS dynamics represents a real-world scenario and we constrain the reduced models accordingly. The majority of valley glacier simulations are based on flowline dynamics (e.g. Oerlemans et al., 1998); we choose PS2 and SIA2 models to reconstruct the past and project the future of a glacier.

By mimicking a real-world climatic history with inter-decadal variability, we impose a pre-defined \(\Delta m(t)\) upon the FS model (Fig. 5a), and record the corresponding changes in the terminus position (Fig. 5b). For each of the PS2 and SIA2 models, we tune \(\Delta m(t)\) so that
the model simulates such variations in the glacier length properly. The reconstructed glacier lengths and associated past climate are shown in Figure 5b and 5a, respectively. Due to the lack of high-order resistances, the PS2 and SIA2 models require a larger $\Delta m(t)$ in order to generate the (flowline) mass flux large enough to maintain the FS glacier lengths. With the corresponding climate history, the PS2 and SIA2 models are now ready to project the glacier’s future.

With respect to the present climate, we consider two distinct scenarios for the future. The present climate is obtained by averaging the data of past 30 years. In addition to this, the future scenarios are defined as the linear changes in climate with $\Delta m(t) = \pm 1.5 \text{ m ice eq. a}^{-1}$ by the end of $t = 100$ years (Fig. 5a). Under such climatic scenarios, we simulate each model to project the future dynamics of glacier. The evolutions of ice volume along the central flowline in a longitudinal band of unit width and glacier length are shown in Figures 5c and 5d, respectively. It is clear that the present time ($t = 0$ years) glacier lengths are similar in each model case; the corresponding ice volumes differ considerably, however. Short of tuning the ice dynamics (i.e. altering the ice viscosity or basal sliding rates), it is not possible to
constrain the reduced models to obtain both the FS length and volume at the same time. As discussed before (Section 5.1), the reduced models hold relatively smaller ice thickness and hence underestimate the ice volume, even if they yield the same glacier length. We could constrain the models so that they simulate the evolution of ice volume properly; in such cases the associated glacier lengths, however, would have been overestimated. This is not recommended, because ice volumes are unknown for most real-world glaciers.

Based on the reactions of ice volume and glacier length (Figs. 5c–5d), we note the following: (1) initially both the ice volume and glacier length decrease in each model case, even in the positive mass balance scenario, as a consequence of the generally decreasing trend of the past mass balance; (2) the times after which the glaciers start gaining ice volume and length (for the positive $\Delta m(t)$ scenario) are roughly equivalent to the corresponding values of $t_v$ and $t_l$, respectively; (3) in the latter half of simulations, all models follow the similar trend for both the volume and length evolutions; (4) interestingly, the PS2 and SIA2 models slightly overestimate the glacier lengths, when they forecast lower ice volumes. The projected ice volumes and lengths after $t = 100$ years are summarized in Table 1. Due to its quick response to climate change and lack of resistances associated with high-order dynamics, the SIA2 model predicts reduced ice volumes, respectively by 6.4% and 14.0% on an average, than the PS2 and FS models. The reduced models, however, predict longer glaciers by 2.1%; this is probably because the FS model needs a longer time ($t_l = 42$ years, compared to flowline models, i.e. $t_l \approx 21$ years) to fully adjust the glacier length.

6. Summary and outlook

Based on the distinct physical mechanisms of land-based glacier dynamics, we present a simplified classification of models, namely the SD, PS and FS models. SD models are simplest and are based on the shallow-ice approximation, where local driving stress is solely balanced by the basal drag. The FS models, which solve a complete set of Stokes equations, are the most comprehensive. In addition to the basal drag, they also capture the effects of longitudinal stress gradients and lateral drag. The PS models, the intermediate complexity models, only deal with the basal drag and the longitudinal stress gradients. The main advantage of having these classes of models is that the scope of each model is clear. Since the dominant physical mechanisms in a given glaciological condition can easily be identified, one can choose the optimal model accordingly to yield realistic simulations. In the interior of the large ice sheets where the shallow-ice theory holds, for example, the computationally expedient SD models are optimal. For proper simulations of a narrow and steep valley glacier, however, FS models are essential, although they are numerically intensive.

We consider three different models, one from each model family, and compare them numerically at several stages of valley glacier modelling. Results are summarized in Table 1. We find that: (1) the high-order resistances are crucial to control the dynamics of gravity-driven ice flow; (2) absence of such resistances makes the reduced models yield larger velocities in diagnostic simulations and reduced ice thickness in prognostic simulations; (3) simpler flowline models, without accounting for the effects of varying glacier width, are not sufficient to yield realistic estimates of response times; they predict response times that are 50% too rapid to 3D models, and (4) constraining a model for the particular glacier application is not straightforward, as it is difficult to properly simulate the ice volume, glacier length and surface velocities altogether.
Table 1. Numerical comparison of several models, one from each model family. Errors between the models, e.g. ePS.FS, are given in percentage. Response timescales are also calculated for flowline models ($\dagger$). The future projection results represent for the central flowline; values are listed for both the positive (*) and negative (#) mass balance (Fig. 5a).

<table>
<thead>
<tr>
<th>Model</th>
<th>Volume, $V \left(10^6 \text{ m}^3\right)$</th>
<th>Thickness, $h$ (m)</th>
<th>Velocity, $u_x$ (m a$^{-1}$)</th>
<th>Stress, $\tau_{xz}$ (kPa)</th>
<th>Timescale, $t_v$ (a)</th>
<th>Timescale, $t_l$ (a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS model</td>
<td>679.5</td>
<td>133.0</td>
<td>69.2</td>
<td>154.6</td>
<td>26.0</td>
<td>42.0</td>
</tr>
<tr>
<td>PS model</td>
<td>607.5</td>
<td>119.4</td>
<td>80.8</td>
<td>176.3</td>
<td>25.0</td>
<td>42.0</td>
</tr>
<tr>
<td>SD model</td>
<td>561.3</td>
<td>111.8</td>
<td>85.5</td>
<td>187.7</td>
<td>23.5</td>
<td>41.0</td>
</tr>
<tr>
<td>ePS.FS</td>
<td>-10.6</td>
<td>-10.2</td>
<td>-16.7</td>
<td>-17.7</td>
<td>-3.8</td>
<td>0.0</td>
</tr>
<tr>
<td>eSD.FS</td>
<td>-17.4</td>
<td>-15.9</td>
<td>23.6</td>
<td>6.1</td>
<td>-9.6</td>
<td>-2.4</td>
</tr>
<tr>
<td>eSD.PS</td>
<td>-7.6</td>
<td>-6.4</td>
<td>-7.6</td>
<td>-6.0</td>
<td>-5.8</td>
<td>-4.8</td>
</tr>
</tbody>
</table>

There are more than 200k small glaciers and ice caps on Earth; it is not feasible to use the numerically intensive FS model to simulate every valley glacier. Therefore, we mostly encounter simple flowline models, e.g. the SIA2 and PS2 models, being used in the valley glacier applications. Without adding the numerical complexity, the dynamical reach of such models can be extended through the introduction of parameterized correction factors. The effects of longitudinal stress gradients can be accounted for by embedding $L$-factors (Adhikari & Marshall, 2011); the lateral drag associated with the valley walls (Nye, 1965) and stick/slip basal interface (Adhikari & Marshall, in preparation) can also be captured via analogous correction factors. This offers a pragmatic middle ground for simulating glacier response to climate change.

Undoubtedly, the biggest challenge in glacier modelling is the lack of sufficient field data. Geometric and climatic data (e.g. basal and surface topographies, glacier length records, and mass balance fields), as well as observations of ice velocities, are not available in most cases. They are essential to justify the cost of using complex, 3D, FS models. Furthermore, the lack of proper theories and associated data to describe basal processes, e.g. basal sliding, is also a subject of concern that we have not discussed in the text; in many cases, poor characterization of basal flow is the limiting factor in modelling glacier dynamics.
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8. Appendix

Appendix A: Diagnostic equations

We present the governing equations, with field variables \( u \) and \( p \), for each model introduced in Section 3.1. The continuity equation (Eq. 5) holds in all cases; it takes the following respective form for 3D and 2D (flowline) models,

\[
\frac{\partial u_x}{\partial x} + \frac{\partial u_y}{\partial y} + \frac{\partial u_z}{\partial z} = 0, \quad (A1)
\]
\[
\frac{\partial u_x}{\partial x} + \frac{\partial u_z}{\partial z} = 0, \quad (A2)
\]

Hereafter, the velocity components, \( \{u_x \, u_y \, u_z\}^T \), are simply denoted by \( \{u \, v \, w\}^T \).

The differences between the models arise from the approximations made in the momentum balance equation itself (Eq. 6) and in the definition of strain-rate tensor (Eq. 4). Assuming that \( g_z \) (hereafter denoted by \( g \)) is the only non-zero component of gravity vector, we obtain the governing equations associated with the momentum balance via Equations (7) and (1–4). The algebraic process is straightforward; we simply quote the results for each model.

A1: The FS model

This full-system 3D model has no such approximations at all. Along with Equation (A1), followings are the governing equations for the FS model,

\[
2 \frac{\partial}{\partial x} \left( \eta \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial y} \left( \eta \frac{\partial u}{\partial y} \right) + \frac{\partial}{\partial z} \left( \eta \frac{\partial u}{\partial z} \right) + \frac{\partial}{\partial y} \left( \eta \frac{\partial v}{\partial y} \right) + \frac{\partial}{\partial z} \left( \eta \frac{\partial v}{\partial z} \right) + \frac{\partial}{\partial x} \left( \eta \frac{\partial w}{\partial x} \right) + \frac{\partial p}{\partial x} = 0, \quad (A3)
\]
\[
\frac{\partial}{\partial x} \left( \eta \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial y} \left( \eta \frac{\partial v}{\partial y} \right) + \frac{\partial}{\partial z} \left( \eta \frac{\partial w}{\partial z} \right) + \frac{\partial}{\partial x} \left( \eta \frac{\partial w}{\partial x} \right) + \frac{\partial p}{\partial y} = 0, \quad (A4)
\]
\[
\frac{\partial}{\partial x} \left( \eta \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial y} \left( \eta \frac{\partial v}{\partial y} \right) + \frac{\partial}{\partial z} \left( \eta \frac{\partial w}{\partial z} \right) + \frac{\partial}{\partial x} \left( \eta \frac{\partial w}{\partial x} \right) + \frac{\partial p}{\partial z} + \rho g = 0, \quad (A5)
\]

where the nonlinear effective viscosity, \( \eta \), is given by Equation (2) with

\[
2\dot{\varepsilon}_c^2 = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} + \frac{\partial^2 w}{\partial z^2} + \frac{1}{2} \left[ \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial z} + \frac{\partial w}{\partial y} \right)^2 + \left( \frac{\partial w}{\partial x} + \frac{\partial u}{\partial z} \right)^2 \right]. \quad (A6)
\]

A2: The PS model

In this family of models, we make two approximations to ensure that the effects of lateral drag are completely absent. We neglect (1) the lateral variation of stress deviators, i.e. \( \tau_{ij,y} = 0 \), and (2) reduce the definition of \( \dot{\varepsilon} \) by excluding the lateral variation of ice velocities, i.e. \( u_{i,y} = 0 \). Along with Equation (A1), the PS3 model has the following governing equations,

\[
2 \frac{\partial}{\partial x} \left( \eta \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial y} \left( \eta \frac{\partial u}{\partial y} \right) + \frac{\partial}{\partial z} \left( \eta \frac{\partial u}{\partial z} \right) + \frac{\partial p}{\partial x} = 0, \quad (A7)
\]
\[
\frac{\partial}{\partial x} \left( \eta \frac{\partial v}{\partial x} \right) + \frac{\partial}{\partial y} \left( \eta \frac{\partial v}{\partial y} \right) + \frac{\partial p}{\partial y} = 0, \quad (A8)
\]
\[
\frac{\partial}{\partial x} \left( \eta \frac{\partial u}{\partial z} \right) + \frac{\partial}{\partial x} \left( \eta \frac{\partial w}{\partial x} \right) + 2 \frac{\partial}{\partial z} \left( \eta \frac{\partial w}{\partial z} \right) + \frac{\partial p}{\partial z} + \rho g = 0, \quad (A9)
\]

where the nonlinear effective viscosity, \( \eta \), is given by Equation (2) with
\[
2\dot{\varepsilon}^2 = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 w}{\partial z^2} + \frac{1}{2} \left[ \frac{\partial^2 v}{\partial x^2} + \left( \frac{\partial w}{\partial x} + \frac{\partial u}{\partial z} \right)^2 \right]. \quad (A10)
\]

The PS2 model is a 2D Stokes model, strictly following the plane-strain approximations (after neglecting the non-zero \( \tau_{yy} \), which is required to maintain \( \dot{\varepsilon}_{yy} = 0 \)). Equations (A2), (A7) and (A9) form the governing equations, where \( \eta \) is given by Equation (2) with
\[
2\dot{\varepsilon}^2 = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 w}{\partial z^2} + \frac{1}{2} \left( \frac{\partial w}{\partial x} + \frac{\partial u}{\partial z} \right)^2. \quad (A11)
\]

**A3: The SD model**

This family of models does not account for the effects of longitudinal stress gradients, as well as those of lateral drag. Consequently, the vertical shear stresses are the only non-zero stress components. In addition, the reduced definition of \( \dot{\varepsilon} \) approximated in the PS models is also applied here. Along with Equation (A1), the governing equations for the SD3 model are,
\[
\frac{\partial}{\partial z} \left( \eta \frac{\partial u}{\partial z} \right) + \frac{\partial p}{\partial x} = 0, \quad (A12)
\]
\[
\frac{\partial}{\partial z} \left( \eta \frac{\partial v}{\partial z} \right) + \frac{\partial p}{\partial y} = 0, \quad (A13)
\]
\[
\frac{\partial}{\partial x} \left( \eta \frac{\partial u}{\partial z} \right) + \frac{\partial p}{\partial z} + \rho g = 0, \quad (A14)
\]

where the nonlinear effective viscosity, \( \eta \), is given by Equation (2) with
\[
2\dot{\varepsilon}^2 = \frac{1}{2} \left[ \frac{\partial^2 v}{\partial z^2} + \left( \frac{\partial w}{\partial x} + \frac{\partial u}{\partial z} \right)^2 \right]. \quad (A15)
\]

Equations (A2), (A12) and (A14) are the governing equations for the SD2 model, where \( \eta \) is given by Equation (2) with
\[
2\dot{\varepsilon}^2 = \frac{1}{2} \left( \frac{\partial w}{\partial x} + \frac{\partial u}{\partial z} \right)^2. \quad (A16)
\]

Further approximations are needed to obtain the standard SIA models; (1) the horizontal gradients in stresses are negligible, i.e. \( \tau_{ij,x} = 0 \), and (2) the definition of \( \dot{\varepsilon} \) is further reduced by excluding the horizontal gradients of velocities, i.e. \( u_{i,x} = 0 \). Hence, in addition to Equation (A1), the SIA3 model has the following governing equations,
\[
\frac{\partial}{\partial z} \left( \eta \frac{\partial u}{\partial z} \right) + \frac{\partial p}{\partial x} = 0, \quad (A17)
\]
\[
\frac{\partial}{\partial z} \left( \eta \frac{\partial v}{\partial z} \right) + \frac{\partial p}{\partial y} = 0, \quad (A18)
\]
\[ \frac{\partial p}{\partial z} + \rho g = 0, \]  
(A19)

where the nonlinear effective viscosity, \( \eta \), is given by Equation (2) with

\[ 2\varepsilon^2 = \frac{1}{2} \left( \frac{\partial^2 u}{\partial z^2} + \frac{\partial^2 u}{\partial z^2} \right) . \]  
(A20)

The set of Equations (A2), (A17) and (A19) form the governing equations for the SIA2 model, where \( \eta \) is given by Equation (2) with

\[ \frac{\partial^2 \delta}{\partial z^2} = \frac{1}{2} \frac{\partial u}{\partial z}. \]  
(A21)

With a simple algebraic manipulation of the governing equations for SIA2 model, one can obtain the analytical solution for \( u(x, z) \) in a laminar flow (Eq. 8). The corresponding solution for \( w(x, z) \) follows directly from the incompressibility criterion (Eq. A2).

**Appendix B: FE formulation of diagnostic equations**

Here, we construct a linear system of Equations (12) and (13) for the FS model; those for the reduced models can be obtained in a similar manner. The LHSs of governing equations (Eqs. A3–A5 and A1), after imposing the approximations of field variables, represent the system residuals, i.e. the terms inside the large parentheses in Equations (12–13). So, expanding Equation (13) in horizontal \( x \) axis, for example, gives

\[ \int_{\Omega_x} \psi_i \left[ 2 \frac{\partial}{\partial x} \left( \frac{\partial \hat{u}}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{\partial \hat{u}}{\partial y} \right) + \frac{\partial}{\partial z} \left( \frac{\partial \hat{u}}{\partial z} \right) + \frac{\partial}{\partial y} \left( \frac{\partial \hat{w}}{\partial y} \right) + \frac{\partial}{\partial z} \left( \frac{\partial \hat{w}}{\partial z} \right) + \frac{\partial p}{\partial x} \right] d\Omega_x = 0. \]  
(B1)

Similar equations can be obtained for the second horizontal and vertical directions, and also for the incompressibility criterion (Eq. 12).

Applying Green-Gauss theorem to integrate Equation (B1) by parts (Rao, 2005), we obtain,

\[ \begin{align*}
- \int_{\Gamma_x} \frac{\partial \psi_i}{\partial x} \left( \frac{\partial \hat{u}}{\partial x} \right) dxdydz + \int_{\Gamma_x} 2\psi_i \left( \frac{\partial \hat{u}}{\partial x} \right) n_x dS - \int_{\Omega_x} \frac{\partial \psi_i}{\partial y} \left( \frac{\partial \hat{u}}{\partial y} \right) dxdydz + \\
+ \int_{\Gamma_x} \psi_i \left( \frac{\partial \hat{u}}{\partial y} \right) n_y dS - \int_{\Omega_x} \frac{\partial \psi_i}{\partial z} \left( \frac{\partial \hat{u}}{\partial z} \right) dxdydz + \int_{\Gamma_x} \psi_i \left( \frac{\partial \hat{w}}{\partial z} \right) n_z dS + \\
- \int_{\Omega_x} \frac{\partial \psi_i}{\partial y} \left( \frac{\partial \hat{w}}{\partial y} \right) dxdydz + \int_{\Gamma_x} \psi_i \left( \frac{\partial \hat{w}}{\partial y} \right) n_y dS - \int_{\Omega_x} \frac{\partial \psi_i}{\partial z} \left( \frac{\partial \hat{w}}{\partial z} \right) dxdydz + \\
+ \int_{\Gamma_x} \psi_i \left( \frac{\partial \hat{w}}{\partial z} \right) n_z dS - \int_{\Omega_x} \frac{\partial \psi_i}{\partial x} \hat{p} dxdydz + \int_{\Gamma_x} \psi_i \hat{p} n_x dS = 0,
\end{align*} \]  
(B2)

where \( dS \in \Gamma_x \) is a boundary surface, and \( \{ n_x, n_y, n_z \}^T \) are the \( x \), \( y \) and \( z \) components of the unit normal at the boundary surface.
By substituting approximations of field variables (Eqs. 10–11) into Equation (B2), we obtain

\[
\int_{\Omega_c} \eta \left( 2 \frac{\partial \psi_i}{\partial x} \frac{\partial [\psi]}{\partial x} + \frac{\partial \psi_i}{\partial y} \frac{\partial [\psi]}{\partial y} + \frac{\partial \psi_i}{\partial z} \frac{\partial [\psi]}{\partial z} \right) \{u\} \, dx dy dz + \int_{\Omega_c} \eta \frac{\partial \psi_i}{\partial y} \frac{\partial [\psi]}{\partial x} \{v\} \, dx dy dz \\
+ \int_{\Omega_c} \eta \frac{\partial \psi_i}{\partial z} \frac{\partial [\psi]}{\partial x} \{w\} \, dx dy dz + \int_{\Omega_c} \frac{\partial \psi_i}{\partial x} \{p\} \, dx dy dz = \left( 2\eta \frac{\partial \bar{u}}{\partial x} + \bar{p} \right) n_x + \eta \left( \frac{\partial \bar{u}}{\partial y} + \frac{\partial \bar{v}}{\partial x} \right) n_y + \eta \left( \frac{\partial \bar{u}}{\partial z} + \frac{\partial \bar{w}}{\partial x} \right) n_z \right] \, dS. \\
\] (B3)

Here, the RHS surface integral forms a Neumann or natural boundary condition. With Equations (4), (1), and (7), the terms inside large parentheses take the following forms,

\[
\left( 2\eta \frac{\partial \bar{u}}{\partial x} + \bar{p} \right) n_x + \eta \left( \frac{\partial \bar{u}}{\partial y} + \frac{\partial \bar{v}}{\partial x} \right) n_y + \eta \left( \frac{\partial \bar{u}}{\partial z} + \frac{\partial \bar{w}}{\partial x} \right) n_z = \sigma_{xx} n_x + \sigma_{xy} n_y + \sigma_{xz} n_z. \] (B4)

The RHS term above indicates the horizontal \( x \) component of the Cauchy stress tensor on the boundary surface. Denoting this by \( \sigma_x \), we rewrite Equation (B3) as,

\[
\int_{\Omega_c} \eta \left( 2 \frac{\partial \psi_i}{\partial x} \frac{\partial [\psi]}{\partial x} + \frac{\partial \psi_i}{\partial y} \frac{\partial [\psi]}{\partial y} + \frac{\partial \psi_i}{\partial z} \frac{\partial [\psi]}{\partial z} \right) \{u\} \, dx dy dz + \int_{\Omega_c} \eta \frac{\partial \psi_i}{\partial y} \frac{\partial [\psi]}{\partial x} \{v\} \, dx dy dz \\
+ \int_{\Omega_c} \eta \frac{\partial \psi_i}{\partial z} \frac{\partial [\psi]}{\partial x} \{w\} \, dx dy dz + \int_{\Omega_c} \frac{\partial \psi_i}{\partial x} \{p\} \, dx dy dz = \int_{\Gamma_x} \psi_i \sigma_x \, dS. \] (B5)

Similar equations can be written, respectively for horizontal \( y \) and vertical \( z \) directions,

\[
\int_{\Omega_c} \eta \frac{\partial \psi_i}{\partial x} \frac{\partial [\psi]}{\partial y} \{u\} \, dx dy dz + \int_{\Omega_c} \eta \left( \frac{\partial \psi_i}{\partial x} \frac{\partial [\psi]}{\partial x} + 2 \frac{\partial \psi_i}{\partial y} \frac{\partial [\psi]}{\partial y} + \frac{\partial \psi_i}{\partial z} \frac{\partial [\psi]}{\partial z} \right) \{v\} \, dx dy dz \\
+ \int_{\Omega_c} \eta \frac{\partial \psi_i}{\partial z} \frac{\partial [\psi]}{\partial y} \{w\} \, dx dy dz + \int_{\Omega_c} \frac{\partial \psi_i}{\partial y} \{p\} \, dx dy dz = \int_{\Gamma_y} \psi_i \sigma_y \, dS, \] (B6)

\[
\int_{\Omega_c} \eta \frac{\partial \psi_i}{\partial x} \frac{\partial [\psi]}{\partial z} \{u\} \, dx dy dz + \int_{\Omega_c} \eta \frac{\partial \psi_i}{\partial y} \frac{\partial [\psi]}{\partial z} \{v\} \, dx dy dz \\
+ \int_{\Omega_c} \eta \frac{\partial \psi_i}{\partial z} \frac{\partial [\psi]}{\partial z} \{w\} \, dx dy dz + \int_{\Omega_c} \frac{\partial \psi_i}{\partial z} \{p\} \, dx dy dz = \int_{\Gamma_z} \psi_i \sigma_z \, dS, \] (B7)

where \( \sigma_y = \sigma_{yx} n_x + \sigma_{yy} n_y + \sigma_{yz} n_z \) and \( \sigma_z = \sigma_{zx} n_x + \sigma_{zy} n_y + \sigma_{zz} n_z \) are \( y \) and \( z \) components of \( \sigma \) on the boundary surface, respectively. For the stress free boundary condition, the surface integrals in Equations (B5–B7) become zeros.

The incompressibility criterion (Eq. 12) can simply be expanded as,

\[
\int_{\Omega_c} \psi_i \frac{\partial [\psi]}{\partial x} \{u\} \, dx dy dz + \int_{\Omega_c} \psi_i \frac{\partial [\psi]}{\partial y} \{v\} \, dx dy dz + \int_{\Omega_c} \psi_i \frac{\partial [\psi]}{\partial z} \{w\} \, dx dy dz = 0. \] (B8)

Now, we write the linear equations (Eqs. B5–B8) in the following elemental matrix form,

\[
[K] \{ \phi \} = \{ F \}, \] (B9)
where \( [K] \) is the coefficient matrix, \( \{\phi\} \) is comprised of unknown field variables, and \( \{F\} \) is the RHS force vector. They are given by,

\[
\begin{bmatrix}
K^{11} & K^{12} & K^{13} & K^{10} \\
K^{21} & K^{22} & K^{23} & K^{20} \\
K^{31} & K^{32} & K^{33} & K^{30} \\
K^{10T} & K^{20T} & K^{30T} & 0
\end{bmatrix}
\begin{bmatrix}
\{u\} \\
\{v\} \\
\{w\} \\
\{p\}
\end{bmatrix}
= \begin{bmatrix}
\{F^1\} \\
\{F^2\} \\
\{F^3\} \\
\{F^0\}
\end{bmatrix},
\]

(B10)

Components of the coefficient matrix and the force vector are as follow,

\[
[K^a] = [K^{a\alpha}] + \begin{bmatrix}
K^{11} \\
K^{22} \\
K^{33}
\end{bmatrix}; \alpha = 1, 2, 3,
\]

(B11)

\[
K^{a\beta}_{ij} = \int_{\Omega_e} \eta \frac{\partial \psi_i}{\partial \chi^\beta} \frac{\partial \psi_j}{\partial \chi^\alpha} \, dx \, dy \, dz; \alpha, \beta = 1, 2, 3,
\]

(B12)

\[
\psi_i = \int_{\Gamma_e} \psi_i \sigma^\alpha \, dS; \alpha = 1, 2,
\]

(B13)

\[
F^a = \int_{\Gamma_e} \rho g \psi_i \, dx \, dy \, dz + \int_{\Gamma_e} \psi_i \sigma_z \, dS,
\]

(B14)

where \( \chi \) denotes the Cartesian coordinates with subscripts \( (1, 2, 3) \) for \( (x, y, z) \). Similarly, \( (\sigma_1, \sigma_2) \) in Equation (B14) denote \( (\sigma_x, \sigma_y) \), respectively.

Now, we assemble the elemental equation (Eq. B9) to get the global equation,

\[
[K] \{\Phi\} = \{F\},
\]

(B16)

where \( [K] = \sum_{e=1}^E [K_e] \), \( \{\Phi\} = \sum_{e=1}^E \{\phi\} \), \( \{F\} = \sum_{e=1}^E \{F\} \), and \( E \) is the total number of elements \( e \) within the global domain \( \Omega \).

**Appendix C: Diagnostic system stabilization**

We use superscript of \( stb \) to refer to the stabilization contributions to the elemental matrices and vectors. With stabilization terms, Equation (B9) takes the following form

\[
[K] + [K^{stb}] \{\phi\} = \{F\} + \{F^{stb}\}.
\]

(C1)

For the FS model, the residual matrix, \( [R_e] \), associated with the momentum balance equation (see Eq. 14) can be obtained from Equations (A3–A5),

\[
[R_e] = \begin{bmatrix}
R^{11}_e & R^{12}_e & R^{13}_e & R^{10}_e \\
R^{21}_e & R^{22}_e & R^{23}_e & R^{20}_e \\
R^{31}_e & R^{32}_e & R^{33}_e & R^{30}_e \\
0 & 0 & 0 & 0
\end{bmatrix},
\]

(C2)

where

\[
[R^{a\alpha}_e] = [R^{a\alpha}] + \begin{bmatrix}
R^{11} \\
R^{22} \\
R^{33}
\end{bmatrix}; \alpha = 1, 2, 3,
\]

(C3)
\[
R_{i}^{\alpha\beta} = \frac{\partial}{\partial \chi_\beta} \left( \eta \frac{\partial \psi_i}{\partial \chi_\alpha} \right); \quad \alpha, \beta = 1, 2, 3, \tag{C4}
\]
\[
R_{i}^{\alpha 0} = \frac{\partial \psi_i}{\partial \chi_\alpha}; \quad \alpha = 1, 2, 3, \tag{C5}
\]

Similarly, the corresponding residual matrix, \([R_u]\), associated with the continuity equation is obtained from Equation (A1),

\[
[R_u] = \begin{bmatrix}
\frac{\partial \psi_i}{\partial x} & \frac{\partial \psi_i}{\partial y} & \frac{\partial \psi_i}{\partial z} & [0]
\end{bmatrix}. \tag{C6}
\]

Referring to Equations (14–15), the stabilization contributions to the elemental matrix and the RHS force vector take the following respective forms,

\[
[K_{stb}] = \delta_1 [R_{\sigma}]^T [R_{\sigma}] + \delta_2 [R_u]^T [R_u], \tag{C7}
\]
\[
[F_{stb}] = \delta_1 [F]^T [R_{\sigma}], \tag{C8}
\]

where \([F]\) is the force vector, given in the RHS of Equation (B10).

\section*{Appendix D: FE formulation and stabilization of prognostic equations}

Equation (18), in a three-dimensional space, can be expanded as,

\[
\int_{\Gamma_c} \psi_i \left[ \frac{\partial \bar{s}}{\partial t} + u \frac{\partial \bar{s}}{\partial x} + v \frac{\partial \bar{s}}{\partial y} - (w + m) \right] \, d\Gamma_c = 0. \tag{D1}
\]

With approximation of field variable (Eq. 17), Equation (D1) becomes,

\[
\int_{\Gamma_c} \psi_i \left[ \frac{\partial \{s\}}{\partial t} \right] \, dS + \int_{\Gamma_c} \psi_i \left( u \frac{\partial \{s\}}{\partial x} + v \frac{\partial \{s\}}{\partial y} \right) \, dS = \int_{\Gamma_c} \psi_i (w + m) \, dS, \tag{D2}
\]

which can be expressed in the following elemental matrix form,

\[
\begin{bmatrix}
[M] + [M_{stb}]
\end{bmatrix} \frac{\partial \{\phi\}}{\partial t} + \begin{bmatrix}
[K] + [K_{stb}]
\end{bmatrix} \{\phi\} = \begin{bmatrix}
\{F\} + \{F_{stb}\}\end{bmatrix}, \tag{D3}
\]

where

\[
[M] = \int_{\Gamma_c} \psi_i \psi_j \, dS, \quad [M_{stb}] = \langle \psi_i, \delta_3 R_s \rangle, \tag{D4}
\]
\[
[K] = \int_{\Gamma_c} \psi_i \left( u \frac{\partial \psi_j}{\partial x} + v \frac{\partial \psi_j}{\partial y} \right) \, dS, \quad [K_{stb}] = \langle R_s, \delta_3 R_s \rangle, \tag{D5}
\]
\[
\{F\} = \int_{\Gamma_c} \psi_i (w + m) \, dS, \quad \{F_{stb}\} = \langle (w + m), \delta_3 R_s \rangle, \tag{D6}
\]
\[
[R_s] = \begin{bmatrix}
\frac{\partial \psi_i}{\partial x} & \frac{\partial \psi_i}{\partial y}
\end{bmatrix}, \tag{D7}
\]

Here, \(\delta_3\) is the stability parameter that is a function of element size, \(h_k\), and the norm of velocity vector, such that \(\delta_3 = \frac{h_k}{2\|u\|}\). The mass matrix, \([M]\), deals with the evolution of glacier surface. Matrices and vectors with superscript \(stb\) are once again the stabilization contributions. The elemental equation (Eq. D3) can be assembled into the global matrix, as for Equation (B9).
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