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1. Introduction

Cells are dynamical systems characterized by a high degree of complexity due to an intricate network of subcellular processes that sustain their correct performance. This network is formed by a series of subnetworks with modular functioning, and among them is the subnetwork of biochemical processes that produces cell death or apoptosis. In this chapter, we deal with the dynamical behavior of the apoptotic pathway activated by ionizing radiation (IR). In the special case of the apoptotic process, mathematical modeling is required for understanding its nonlinear complex behavior. Although previous attempts to model apoptosis were often limited to small systems, or based on qualitative data only, recent models are based on experimental data that give support to the theoretical results.

In this form, mathematical models have shown that the interactions between the nuclear molecular components of the intrinsic apoptotic pathway drive the system into a persistent limit cycle in the respective phase space after the application of high doses of ionizing radiation. Experimental data confirm the existence of this limit cycle, showing that this dynamical feature of the system relies on the existence of a p53-Mdm2 negative feedback loop, which is induced by a switch-like activation of the ATM kinase.

At the cytoplasm, the molecular dynamics that leads to the activation of the caspases sets up a saddle point bifurcation in the caspase 3-Bax degradation rate diagram. In this region of bistability, the saddle point bifurcation can drive the system either to a stable point with a high concentration of caspase 3 (cell death) or to a stable point with a low concentration of caspase 3 (cell survival). Out of this region, the system dynamics is settled on by the existence of a single stable fix point, which determines cell surviving independently of the concentration of caspase 3, i.e., there exits a threshold mechanism that regulates apoptosis and it is based on bistability, ultrasensitivity and irreversibility.

Thus, the main goal of this chapter is to review and analyze the recent knowledge about these nonlinear dynamical aspects of IR-induced apoptosis, in order to understand how this complex subnetwork of molecular interactions integrates the information coded in the signals that control the cell survival, and executes the corresponding action to determine the correct death-life decision. The modeling of such decisions has a significant impact on the field of radiation biology and in the therapeutic aspects of inducing apoptosis in cancer cells by IR.

2. Cell cycle and apoptosis

In recent decades cancer research has gained great importance worldwide, not only for being one of the most important chronic diseases of mankind, but also by the great
complexity of cellular process that it entails. A deeper insight into the causes of cancer progression, involves further research on the cell cycle because the malignant transformation starts as a deregulation of this cycle. In cancer, serious errors can be observed in DNA replication and repair simultaneously with an uncontrolled cell growth. Cancer cells lack the ability to respond to internal or external stimuli that induces death (Malumbres and Barbacid, 2009). It has seen that between 50 and 70% of all cancer types are related to the absence of the transcriptional factor p53 (Vousden, 2006), which serves to activate the cellular repairing response to DNA damage.

2.1 Regulation of the cell cycle progression

The cell cycle has four phases. During the first phase (G1) the cell acquires the necessary nutrients for replication of the genetic material. If external signals are received, or the cell is ready to continue, then Cdc25 is activated (Budirahardja and Gönczy, 2009). Cdc25 activates Cdk4-cyclin-D and Cdk6-cyclin-D heterodimers (Malumbres, 2009). These heterodimers phosphorylate the Retinoblastoma protein (pRb) inducing the release of the E2F group of transcription factors (Abukhdeir and Park, 2009). These factors are necessary to transcript genes that commit the cell to pass from G1 to S phase (Abukhdeir and Park, 2009) and to activate the first checkpoint, where is evaluated the genetic material integrity (Abukhdeir and Park, 2009). This test is performed by some specialized proteins such as ATM kinase (Ataxia-Telangiectasia Mutated), as well as some DNA binding proteins like the MRN complex (Pommier and Weinstein, 2006). If these proteins detect DNA damage, they induce cell cycle arrest through effector molecules such as Chk2, and p21Waf1/cip1 (Abukhdeir and Park, 2009). If the damage is severe, apoptosis is activated through the p53 pathway. If not damage in the DNA is detected; the cell induces degradation of cyclin D, activating the Cdk2-cyclin-E heterodimer, which is necessary to start the S phase (Malumbres and Barbacid, 2009).

The checkpoint commanded by ATM remains active during the S phase, in order to ensure the integrity of cell genome (Budirahardja and Gönczy, 2009). At the end of the S phase, the Cdk2-cycline-A homodimer is activated to conclude the S phase, and the cell enters into G2 phase (Malumbres and Barbacid, 2009). After the cell has entered G2 phase, the activation of Cdk1-cyclin-B and Cdk1-cyclin-A heterodimers, in response to a mitogenic stimuli, starts M phase (Mitosis) (Pommier and Weinstein, 2006). It is noteworthy that the DNA damage sensors commanded by ATM are both active during transition from G2 to M and during the M phase (Calonge and O’Connell, 2008). After cytokinesis, cell can either enter to G1 phase or go out of cell cycle and remain in G0 state indefinitely (Calonge and O’Connell, 2008).

2.2 p53 network in stress-free conditions

The p53 transcription factor essentially serves to regulate the expression of genes responsible for the cell cycle arrest, repair of DNA damage, senescence and apoptosis in the intrinsic pathway (Lacroix et al., 2006). It is known that expression of the gene encoding p53 is dependent of the p50 subunit of NF-kB transcription factor, and of other transcription factors like C/EPEβ-2, Ets-1, Pitx1, p73 and p53 itself (Baillat et al., 2006; Wang et al., 2006; Boggs and Reisman, 2007; Wu and Lozano, 1994). In stress-free human fibroblasts, p53 interacts with the anti apoptotic BCL-XL protein in the cytoplasm, and forms a heterodimer (Dogu & Díaz, 2009), and the remaining fraction of p53 is marked in the carboxyl-terminus with a nuclear import signal (NLS1), and is subsequently transported to the nucleus, where
it will interact with the ubiquitin ligase Mdm2 (Hdm2 in humans). Mdm2 binds to p53, forming a complex that eventually will be degraded in the proteosome (Jänicke et al., 2008). It is noteworthy that at the basal level the Mdm2 gene promoter is activated by transcription factors other than p53, which have not yet been identified (Phelps et al., 2003). It is known that the Mdm2 gene has two promoters (P1 and P2) that can lead to at least two isoforms of Mdm2 (Candeias et al., 2008). The p90Mdm2 isoform is responsible of the inhibition of p53, and the p76Mdm2 isoform is a p53 activator (Perry, 2004) and promotes the translation of p53 mRNA (Candeias et al., 2008). Under basal conditions p76Mdm2 expression is greater than p90Mdm2 (Phelps et al., 2004), and this fact could explain the origin of the basal levels of p53 throughout the cell cycle (Figure 1a). However, under cellular stress conditions, p53 induces the expression of p90Mdm2 in detriment of the p76Mdm2 isoform (Perry, 2004).

Fig. 1. (a) p53 network at basal conditions. p53 and other transcription factors, some of them no yet identified and marked as X, activates p53 gene. Part of the novel p53 synthesized interacts with BCL-XL, forming heterodimers that will remain in the cytoplasm. The other part of p53 molecules is marked with an importation signal, enters the nucleus, and interacts with p90Mdm2 (represented by “Mdm2”) forming a complex that degraded in the proteosome. “Y” represents a transcription factor set that activates p90Mdm2 in absence of genotoxic stress, and the empty set symbol represents protein degradation. (b) ATM activation network in response to DNA damage. DNA damage causes a nuclear topology change that induces the self-phosphorylation of ATM homodimers (represented by ATM/ATM), allowing its separation into active monomers (represented by ATM-on). The ATM activation is full after that TIP60 acetylates it. In the other side, if MRN complex (forming by Mre11, Rad50 and Nds1) detects broken DNA, it will be activated (represented by MRN-on) and then it will bind to broken DNA, in order to stop the damage propagation. After ATM activation, it will phosphorylate various substrates including Nbs1, and this permits ATM union to MRN-broken DNA complex, in order to start the DNA damage repair signaling pathway, through activation of effector proteins like H2AX.

2.3 Cellular response to genotoxic stress, and its different scenarios
The cell is able to respond to genotoxic stress produced by various endogenous and exogenous agents like ionizing radiation (IR), viral infection, heat, growth factor deprivation and chemical DNA-damaging agents, among others (Plati et al., 2011). However, the mechanism and magnitude of the response will differ depending on both the
intensity and nature of the aggression. In particular, if the cell undergoes genotoxic stress there are three possible scenarios, and multiple combinations of them. The first scenario is when the cell suffers minor levels of DNA damage and can repair it successfully. The second scenario is when the cell suffers a medium damage in its DNA, and the cell has to “decide” between life and death. In this scenario it is possible that the cell die for not being able to fully repair the damage after a finite period of time, or live for being able to repair it. The third scenario is when the cell suffers severe damage, and initiates the apoptotic death. For a cell can be able of executing one of these three different responses, DNA damage intensity must be first detected, and then, the cell must “make the choice” of the appropriate scenario.

2.4 Detection of DNA damage

In genotoxic stress conditions, in response to DNA damage, the change in the nuclear topology, together with histone acetyl transferase Tip60, and the MRN complex (consisting of Mre11, Rad50, and Nbs1), induces the activation of ATM kinase (Sun et al., 2005; Vissers et al., 2008; Tanaka et al., 2007) (Figure 1b). After its activation, ATM phosphorylates histone H2AX and other proteins with a BRCT domain (such as Nbs1, 53BP1, and MDC1) for their activation (Vissers et al., 2008; Pommier and Weinstein, 2006). These proteins will bind to the broken DNA to stop the spread of damage (Vissers et al., 2008). Similarly, ATM activates Chk2 kinase, partially responsible for promoting cell cycle arrest, because it induces phosphorylation of Cdc25A and Cdc25C (Yoda et al., 2008; Pommier and Weinstein, 2006). Chk2 also promotes the activity of the transcription factor E2F-1 (Yoda et al., 2008), which, in turn, regulates Chk2 and ASPP protein expression (Bergamaschi et al., 2004).

Fig. 2. (a) **Module of ATM effector functions.** When ATM is anchored to MRN-broken DNA complex, ATM phosphorylates Chk2 inactive monomers, to promote its binding into active homodimers. After that, free active ATM with Chk2 active homodimers will phosphorylate Rb protein to release E2F1. This transcription factor controls the pro-apoptotic protein synthesis, such as ASPP proteins. Free active ATM can bind to NEMO to induce NF-kB release in the cytoplasm. It is important because NF-kB is responsible to regulate the expression of proteins required to cell survival, like BCL-XL. In figure the stepped line represents the induction of protein transcription. (b) **The p53 activation by ATM and Chk2.** After the activation of ATM and Chk2, ATM inhibits Mdm2. Together with Chk2, ATM phosphorylates p53 in order to stabilize it. Phosphorylated p53 can bind either to MUC1 to promote the transcription of genes related with the cell cycle arrest and DNA damage repair, or can bind to ASPP proteins to promote the transcription of genes related with apoptosis.
In the nucleus, ATM interacts with NEMO forming a complex, which is ubiquitinylated (Figure 2a), and transported to the cytoplasm where it induces the release of the transcription factor NF-kB (Schmid and Birbach, 2008). After that, NF-kB enters the nucleus and promotes the expression of various genes, including BCL-XL (Mendez et al., 2006; Chen et al., 2000). Simultaneously, ATM phosphorylates p53 nuclear stockpile, and, as a result, Mdm2 becomes less effective to recognize p53, delaying its degradation. Also, ATM phosphorylates Mdm2, inducing its autoubiquitination and degradation in the proteosome, and allowing an increase of p53 nuclear concentration over time (Dogu and Diaz, 2009).

After ATM phosphorylation, Chk2 phosphorylates p53 in order to stabilize its structure (Pommier and Weinstein, 2006). At the end of this initial chain of phosphorylation, p53 can interact either with ASPP1 and ASPP2 proteins or with MUC1 (Pietsch et al., 2008). The MUC1 transmembrane glycoprotein is cleaved in response to a genotoxic stimuli and the cytoplasmic segment is targeted to the nucleus, allowing its union with phosphorylated p53 and the induction of cell arrest (Pietsch et al., 2008). On the other hand, in response to severe DNA damage (Figure 2b), p53 will bind mainly with ASPP proteins. The concentration of the ASPP proteins increases gradually due to the activity of E2F-1 (Pietsch et al., 2008; Braithwaite, 2006), enhancing the pro-apoptotic function of p53. In this form, depending on the intensity of the stimulus, p53 can be oriented to transcribe pro-apoptotic genes or anti-apoptotic genes, depending on the accessory proteins to which it is attached.

2.4.1 Irreversible DNA damage, death by apoptosis

When DNA damage signal is either too strong (Figure 3a), or persistent, and if the cell has no energy to repair damage, p53 binds to ASPP proteins, and interacts with the histone acetyltransferase p300/CBP to form a complex (Patel et al., 2008). After that, p300/CBP acetylates p53 on lysine 373, allowing the selective recognition of the promoter sites of pro-apoptotic genes like PUMA, BAX and BAK by p53 (Pietsch et al., 2008). It is noteworthy that the formation of the p53-p300 complex is reversible, and p300 is separated from the complex by the removal of the acetyl group of p53 (Pediconi et al., 2009). The enzyme responsible for this step is the SIRT1 deacetylase (Tanno et al., 2006; Pediconi et al., 2009). SIRT1 is an enzyme that uses NAD+ as cofactor from cellular metabolism. However, in this scenario of severe DNA damage, the effect of SIRT1 is negligible, but will be important in the third scenario discussed below.

2.4.2 Soft DNA damage, cell cycle arrest and successful repair of damage

When the DNA damage signal is weak (Figure 3b), MUC1 nuclear concentration increases, and the union between p53 and nuclear MUC1 is enhanced. After that, the complex p53-MUC1 interacts with PCAF (p300/CBP associated factor) to form a new complex (Pietsch et al., 2008). PCAF acetylates p53 on lysine 320, allowing it to specifically recognize the promoters of genes related with the cell cycle arrest like p21WAF1/cip1, and DNA damage repair (Pietsch et al., 2008). Similarly, SIRT1 opposes PCAF-dependent phosphorylation of p53, blocking its transcriptional activity when the cell does not have energy to express proteins (Yamamori et al., 2009; Pediconi et al., 2009; Ikenoue et al., 2008). However, SIRT1 is not the only control point of p53. As discussed above, ATM, along with NEMO, activates NF-kB in its alternative pathway. This interaction is important, because NF-kB promotes the expression of anti-apoptotic genes like BCL-XL. NF-kB also competes with p53 for the cofactors: acetyltransferases p300, CBP and PCAF; which are required for the binding of p53.
to DNA (Jänicke et al., 2008). The effect of this interaction leads to the indirect repression of the transcriptional activity of p53, given the fact that the concentration of the cofactors remains constant (Schmid and Birbach, 2008; Youle and Strasser, 2008).
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Fig. 3. (a) **The onset of apoptosis in its intrinsic pathway.** In response to severe DNA damage, p53 will bind to ASPP1 and ASPP2 (all of these are represented by ASPP). After that, p53-ASPP complex will interact with p300/CBP, and p300 acetylates p53-ASPP complex (represented by p53-ap). This allows p53-ap recognize the promoter side of apoptotic genes, like PUMA and BAX. The p53-ap transcriptional activity increases PUMA levels in the cytoplasm sufficiently to induce the release of p53 from p53/BCL-XL complexes. Free cytoplasmic p53 releases BAX in the cytoplasm starting C cytochrome-dependent apoptosis. (b) **Activation of cell cycle arrest and DNA damage repair pathways.** In response to medium intensity DNA damage, p53 will bind to MUC1. The p53-MUC1 complex interacts with PCAF (represented by p53-cl) to allow the expression of genes related with cell cycle arrest like p21, as well as the expression of genes related with DNA repair (in the figure are represented by “Z”). Another remarkable function of p53-cl is inducing the Wip1 and Mdm2 expression. Wip1 is a phosphatase that down-regulates the p53 network.

Among the p53-target genes that are activated in this pathway are WIP1 phosphatase and Mdm2 in its p90 isoform. The Wip1 function is to dephosphorylate Chk2, ATM, activated p53 and Mdm2 (Figure 4). This leads to inactivation of all of these proteins except Mdm2, which is activated (Braithwaite, 2006; Candeias et al., 2008; Kobet et al., 2000; Lahav et al., 2004; Jänicke et al., 2008; Bernards, 2004). The dephosphorylated form of Mdm2, activated WIP1, and new synthesized Mdm2, inhibit p53 reducing its nuclear concentration (Hu et al., 2007). Because the WIP1 function, the signal generated by ATM and Chk2 will blink while DNA damage is not repaired, since ATM activator proteins remain linked to broken DNA (Jänicke et al., 2008; Lu et al., 2008). When DNA damage is repaired nuclear topology is restored, and ATM activating proteins trigger stop signal. In this case, Wip1 definitely inactivates ATM, and effector molecules like Chk2. This encourages Mdm2 (p90 isoform) to efficiently suppress p53 activity (Figure 4). These interactions allow the cell to return to its basal state, and the levels of p90, Mdm2 and Wip1 also return to their basal value (Bernards, 2004).
Mdm2 and Wip1 down-regulation of p53 network. The main targets of Wip1 are ATM, Chk2 and Mdm2 phosphorylated. This results in a silencing of the ATM signal, and the Mdm2 activation. Mdm2 inhibits p53, in order to return its levels to normality, and restored the network equilibrium. In figure red lines represent the interactions that blocks Wip1.

2.4.3 Medium DNA damage, among life and death

The third stage is undoubtedly the most complicated of all, as it not only depends on the energy state of the cell, but also depends on the cell cycle phase in which the cell is. For example, if the cell is in S phase the cytoplasmic concentration of ASPP is higher than in other stages (Bermagaschi et al., 2004), and therefore this could lead more easily to apoptosis rather than cell cycle arrest. In this scenario, any type of delay suffered by the p53-dependent transcription process of the genes that control the DNA repair machinery and cell cycle arrest is of vital importance. These delays could be due to the effect of SIRT1 on p53, or to the competitive inhibition of p53 by other transcription factors, or to the action of the histone-acetyl transferases. If the transcription process of genes related to the DNA repair is slower than the normal, the cell will have fewer possibilities to survive. The intermittent signal of ATM produces a rise in the ASPP concentration, so it will be a question of time for the cell to enter in apoptosis. This could explain why after a long period of time if the cell is not repaired, it dies (Zhang et al., 2009; Yoda et al., 2001; Robinson et al., 2008; Shreeram et al., 2006; Wang et al., 2007; Bergamaschi et al., 2004; Braithwaite, 2006; Green and Kroemer, 2009; Toledo and Wahl, 2006; Liu et al., 2005; Haupt et al., 2006; Strano et al., 2006; Zhang et al., 2008).
3. Nonlinear cell dynamics

Cells are complex networks of physicochemical processes that support their highly organized structure and function. Thus, each cellular process sustained by a cell involves different levels of cellular organization. Each level of organization can be represented as a cell subsystem (subnetwork) that function in a modular mode (Thieffry and Romero, 1999; Del Vecchio, Ninfa and Sotang, 2008). In this form, cells can be modeled as formed by a set of subsystems like the regulatory genetic network, the network of synthesis and distribution of proteins, the network of signaling pathways, and the metabolic network, among others. The information flow through the set of cellular subsystems that controls the cell response to environmental signals occurs according to the canonical schema of Figure 5. Tumor-inducing DNA or RNA viruses, and other agents like ionizing radiation (IR), can drastically modify this flow of information.

Fig. 5. Flow of information between cell subsystems. Changes in environmental conditions are sensed by cell signaling networks, which code and transmit this information to the nucleus. Coded information is decoded by the transcription machinery that, in response to this information, activates and inactivates a set of specific genes, giving raise to a specific distribution of effector proteins. These proteins are responsible for the cell specific response to the environmental conditions. Some of these proteins can be used to regulate gene expression, acting as specific transcription factors that conform complex regulatory loops inside the nucleus. Proteins can also be secreted to modify the cell environment. Tumor-inducing viral RNA and DNA can modify this flow of information by acting directly on the cell genome, drastically modifying the population of effector proteins and their function. Ionizing radiation (IR) can drastically interrupt this flow of information by producing severe damage to the cell DNA, and inducing apoptosis.

An important remark from Figure 5 is that the flow of information through cellular subsystems is due to a continuous flow of matter and energy, according to the respective laws of conservation. Taking into account the flow of matter at each point of the cell, the respective mass balance equation is:

\[
\frac{\partial c_k(x,t)}{\partial t} = \sum_r v_{rk} \cdot \omega_r (c_1(x,t)c_2(x,t)\ldots c_k(x,t)\ldots c_s(x,t)) + D_k \nabla^2 c_k(x,t)
\]

(1)

which means that the local rate of variation of the concentration of the substance \( k \) (denoted by \( c_k \)) at point \( x \) at time \( t \) is equal to the net rate of diffusion of \( k \) inside the cell volume \( V \) (denoted by \( D_k \nabla^2 c_k(x,t) \)) plus the rate of formation/degradation of \( k \) due to the local chemical reactions inside \( V \). In equation (3.1), \( \omega_r \) represents the local rate of the chemical reaction \( r \), which is a functional of the concentration of the reactive substances at point \( x \) at time \( t \), and \( v_{rk} \) is the stoichiometric coefficient of \( k \) in reaction \( r \).
The reaction term of equation (1) can be rewritten as:

$$\sum_{r} v_{rk} \cdot \omega_{r} \left( c_{1}(x,t) c_{2}(x,t) ... c_{k}(x,t) ... c_{s}(x,t) \right) = f_{k}(c_{1}(x,t), c_{2}(x,t), ..., c_{k}(x,t), ..., c_{s}(x,t))$$

where

$$k = 1, 2, ..., s$$

leading to:

$$\frac{\partial c_{k}(x,t)}{\partial t} = f_{k}(c_{1}(x,t), c_{2}(x,t), ..., c_{k}(x,t), ..., c_{s}(x,t)) + D_{k} \nabla^{2} c_{k}(x,t) \quad k = 1, 2, ..., s$$

which is the well known form of the reaction-diffusion equation for the substance $k$. It indicates that the temporal variation of the concentration of $k$ at point $x$ at time $t$ depends on the balance between the chemical processes in which this substance takes part, represented by the function $f_{k}$, and its diffusion rate in the cellular medium. Function $f_{k}$ is generally a nonlinear function of the concentration of the reactive substances, and equation (3) usually has not an analytical solution. In a homogeneous medium the diffusive term in equation (3) is null, and $f_{k}$ completely defines the entire system dynamics in the s-dimensional phase space, which is defined by the set of concentration values of the $s$ reactive substances. The systems dynamics is represented by a trajectory in this space, defined by the column vector $c(t) = \langle c_{1}(t), c_{2}(t), ..., c_{s}(t) \rangle$. In nonlinear systems this trajectory can have peculiar characteristics like high sensitivity to initial conditions, bifurcations and complex loops that represent a great variety of dynamical behaviors observed in biological systems like limit cycles, hysteresis, bistability, ultrasensitivity, among others. In not homogeneous medium the diffusive term of equation (3) produces a more complex dynamical behavior of the system, giving rise to phenomena like traveling waves, spirals and spatially located bursting of second messengers and proteins, among others.

In the subsequent sections it is discussed in depth the nonlinear dynamics of homogenous chemical systems.

### 3.1 Stability of nonlinear systems

The first problem concerning the dynamics of nonlinear systems is the determination the steady points of the system in its phase space.

A steady point is a column vector $c^{o} = \langle c_{1}^{o}(t), c_{2}^{o}(t), ..., c_{s}^{o}(t) \rangle$ for which equation:

$$\dot{c}(t) = f(c(t)),$$

where

$$f(c(t)) = \begin{bmatrix} f_{1}(c_{1}(t), c_{2}(t), ..., c_{k}(t), ..., c_{s}(t)) \\ \vdots \\ f_{s}(c_{1}(t), c_{2}(t), ..., c_{k}(t), ..., c_{s}(t)) \end{bmatrix}$$

becomes cero. Once the set of steady points of the system is settled on, is necessary to determine their stability. Equation (4) subject to the initial condition $c(0) = c_{0}$ defines a nonlinear dynamical system.

The steady point $c^{o}$ of a dynamical system is Liapunov stable if for each $\varepsilon > 0$ exits a $\delta > 0$ such that $\|c(t) - c^{o}\| < \varepsilon$ whenever $\|c(0) - c^{o}\| < \delta$, i.e., any trajectory that initiates at a distance $\delta$ of the steady point $c^{o}$ remains at a distance $\varepsilon$ of it for all positive time.
The steady point \( \mathbf{c}^o \) of a dynamical system is attracting if exists a \( \delta > 0 \) such that \( \lim_{t \to \infty} \mathbf{c}(t) = \mathbf{c}^o \) for any trajectory \( \mathbf{c} = \mathbf{c}(t) \) whenever \( \| \mathbf{c}(0) - \mathbf{c}^o \| < \delta \), i.e., any trajectory that initiates at a distance \( \delta \) of the steady point \( \mathbf{c}^o \) will converge to it eventually. In this case, the point \( \mathbf{c}^o \) is an attractor of the dynamical system in the phase space. A steady point \( \mathbf{c}^o \), which is Liapunov stable and attracting, is asymptotically stable.

A steady point \( \mathbf{c}^o \), which is neither stable nor attracting, is unstable and is a repulsor in the phase space.

### 3.2 Phase plane analysis

In nonlinear systems the trajectories cannot be generally determined in an analytical form. However, it is possible to perform a qualitative analysis to find out the global behavior of the dynamical system in the corresponding phase space. As a vector can be assigned to each point of this space, according to equation (4), the vector field associated to the phase space can be drawn. By flowing this vector field, a phase point traces a solution \( \mathbf{c}(t) \) of the dynamical system, corresponding to a trajectory winding through the phase space.

It is of importance to point out the fact that if the function \( f \) of equation (4) is continuous and all its partial derivatives \( \frac{\partial f_i}{\partial c_j} \), \( i, j = 1, 2, \ldots, s \) are also continuous in \( c \) for a given subset \( D \subset \mathbb{R}^n \), then for every \( \mathbf{c}_0 \in D \) the initial value problem of equation (4), has solution \( \mathbf{c}(t) \) in some time interval \((-t, t)\) around \( t = 0 \) and this solution is unique. A topological implication of this theorem is that two trajectories cannot intersect and, as consequence, chaos is ruled out of any 2-dimensional phase space but arises as a possible behavior of every \( s \)-dimensional dynamical system with \( s > 2 \) (Strogatz, 1994).

The phase space analysis of the dynamics of a nonlinear system takes into account the following aspects: 1) the number, position and stability of the steady points; 2) the arrangement of the trajectories near the steady points; and 3) the existence and stability of closed orbits.

In section 3.1 was presented the form in which the steady points are determined and how they can be classified according to their stability. The arrangement of the trajectories around steady points is determined by linearization of the original nonlinear system, and analysis of the behavior of the eigenvalues of the Jacobian matrix of the linearized system around each steady point. For example, considering a 2-dimensional phase space and a steady point \( \mathbf{c}^o = (c_1^o, c_2^o) \), a small perturbation from this steady state drives the nonlinear dynamical system

\[
\begin{bmatrix}
\dot{c}_1(t) \\
\dot{c}_2(t)
\end{bmatrix} =
\begin{bmatrix}
f_1(c_1(t), c_2(t)) \\
f_2(c_1(t), c_2(t))
\end{bmatrix}
\]

into a new trajectory \( \delta \mathbf{c}(t) = (\delta c_1(t), \delta c_2(t)) \), where \( \delta c_1(t) = c_1(t) - c_1^o \) and \( \delta c_2(t) = c_2(t) - c_2^o \). In this form:

\[
\begin{aligned}
\delta \dot{c}_1 &= \dot{c}_1 = f_1(c_1^o, c_2^o) + \frac{\partial f_1}{\partial c_1}(\delta c_1, \delta c_2) + \frac{\partial f_1}{\partial c_2}(\delta c_1, \delta c_2) \delta c_2 + O\left(\delta^2 c_1, \delta^2 c_2, \delta c_1 \delta c_2\right) \\
&= \frac{\partial f_1}{\partial c_1}(\delta c_1, \delta c_2) + \frac{\partial f_1}{\partial c_2}(\delta c_1, \delta c_2) \delta c_2 + O\left(\delta^2 c_1, \delta^2 c_2, \delta c_1 \delta c_2\right) \\
&\text{because } f_1(c_1^o, c_2^o) = 0
\end{aligned}
\]
Dynamical Aspects of Apoptosis

\[ \delta \dot{c}_2 = \dot{c}_2 = \frac{\partial f_2}{\partial c_1}(c_1, c_2) \delta c_1 + \frac{\partial f_2}{\partial c_2}(c_1, c_2) \delta c_2 + O(\delta c_1, \delta c_2, \delta^2 c_1, \delta^2 c_2) \]  

which leads to the linearized dynamical system:

\[ \begin{bmatrix} \delta c_1(t) \\ \delta c_2(t) \end{bmatrix} = \begin{bmatrix} \frac{\partial f_1}{\partial c_1}(c_1, c_2) & \frac{\partial f_1}{\partial c_2}(c_1, c_2) \\ \frac{\partial f_2}{\partial c_1}(c_1, c_2) & \frac{\partial f_2}{\partial c_2}(c_1, c_2) \end{bmatrix} \begin{bmatrix} c_1(t) \\ c_2(t) \end{bmatrix} = J[c_1, c_2] \begin{bmatrix} c_1(t) \\ c_2(t) \end{bmatrix} \]  

\( J[c_1, c_2] \) represents the Jacobian matrix of the linearized dynamical system in equation 6. The eigenvalues \( \lambda_1, \lambda_2 \) of \( J[c_1, c_2] \) can be calculated from the characteristic equation: \( \det(J[c_1, c_2] - \lambda I) = 0 \). Depending on the nature of the eigenvalues, it is possible to know the arrangement of the trajectories near each steady point of the nonlinear system (Figure 6).

This linearization process can be extended to perform the phase space analysis of higher dimensional nonlinear dynamical systems (Edelstein-Kesher, 2005).

An important question that arises at this point is whether the behavior of the trajectories obtained from equation (7) accurately reflects the real behavior of the trajectories of the original nonlinear system. Andronov et al. (1973) show that this is the case. If the linearized system has a saddle, a node or a spiral at a given steady point, then the original nonlinear system really has also a saddle, a node or a spiral at that steady point. Furthermore, if a steady point is a stable saddle or node of the linearized dynamical system, then is also a stable saddle or node of the nonlinear system. In this case, the neglected nonlinear terms of equations (5) and (6) practically have not effect on the stability of these points when Re(\( \lambda \)) \neq 0 for both eigenvalues. This kind of steady points is known as hyperbolic points, and they are not affected by the small nonlinear perturbations. The topological implication of this fact is that the vector field corresponding to a saddle or a node is not altered by small nonlinear perturbations and, as consequence, has structural stability (Strogatz, 1994).

When the eigenvalues of the Jacobian matrix are pure imaginary \( \lambda = \pm i \), the steady point is a center. The trajectories around this point are closed orbits that are stable. However, the neglected nonlinear terms in equations (5) and (6) can produce an imperfect closure of the orbit, giving rise to a spiral. In this form, the vector field corresponding to a center is altered by small nonlinear perturbations that transform the center into a spiral and, as consequence, has not structural stability (Strogatz, 1994).

According to their stability, steady points of 2-dimensional dynamical systems can be classified into a: 1) Robust case, which includes repellers or sources, for which both eigenvalues have Re(\( \lambda \)) > 0; attractors or sinks, for which both eigenvalues have Re(\( \lambda \)) < 0 and saddles, for which one eigenvalues has Re(\( \lambda \)) > 0 and the other one has Re(\( \lambda \)) < 0; 2) Marginal case, which includes centers for which both eigenvalues are pure imaginary, and non-isolated steady points for which one eigenvalue has Re(\( \lambda \)) = 0 (Strogatz, 1994).

However, the phase space of a nonlinear system can exhibit another kind of closed orbits called limit cycles, which cannot be observed in linear systems. A limit cycle is an isolated
Fig. 6. **Classification of the steady points of a 2-dimensional linearized dynamical system.**

(a) There is a stable node or attractor in the phase space when both eigenvalues $\lambda_1$ and $\lambda_2$ are real and negative (when both eigenvalues are positive, the steady point is a unstable node or repulsor); (b) There is a saddle point in the phase space when both eigenvalues $\lambda_1$ and $\lambda_2$ are real, but one of them is positive and the other is negative. The stable manifold is spanned by the eigenvector associated to the negative eigenvalue. The unstable manifold is spanned by the eigenvector associated to the positive eigenvalue. (c) There is a stable spiral in the phase space when both eigenvalues $\lambda_1$ and $\lambda_2$ are complex conjugated with negative real part. (d) On the contrary, if both eigenvalues $\lambda_1$ and $\lambda_2$ are complex conjugated with positive real part the spiral is unstable. (e) When $\lambda_1$ and $\lambda_2$ are pure imaginary the steady point is a center surrounded by a series of stable closed orbits. All figures show the flow of the dynamical system in the phase space spanned by the basis conformed by the variables $c_1(t)$ and $c_2(t)$.

The black point represents the steady point of the dynamical system, and the arrows mark out the direction of the flow of the vector field.

trajectory for which neighbor trajectories can be only spirals that converge to it or diverge from it. If all the spirals converge into the limit cycle, this closed orbit is stable, otherwise is unstable. The existence of this kind of closed trajectories in the plane is settled down by the Poincaré-Bendixson theorem. According to this theorem, exits a trajectory $C$, which is either a closed orbit or a spiral that converges to a closed orbit as $t \to \infty$, confined inside a certain closed bounded region $R$ of the plane. This theorem assumes 1) the existence of a vector
field \( \mathbf{c} = \mathbf{f}(c) \) that is continuously differentiable on an open set of the plane containing \( R \) and
2) \( R \) does not contain any fixed point (Edelstein-Kesher, 2005). A consequence of this theorem is that in a 2-dimensional phase space any trajectory trapped into a closed bounded region \( R \) must converge to a limit cycle.

However, in higher dimensional systems the Poincaré-Bendixson theorem does not longer apply and trajectories can be trapped into a closed region of the phase space without converge into a limit cycle or settle down to a fixed point, and they could be attracted by a complex geometric object called strange attractor, which is a fractal set on which the motion is aperiodic and sensitive to very small changes in initial conditions. This sensitivity makes the motion unpredictable as \( t \) increases, giving rise to a chaotic dynamics (Strogatz, 1994).

### 3.3 Bifurcations

The qualitative features of the vector field of a biochemical dynamical system are strongly dependent on the set of parameters of its corresponding set of differential equations. As the value of one of these parameters changes, the qualitative features of the vector field undergo local variations around the steady points. This parameter-dependent change in the local topological structure of a vector field is known as bifurcation. They generally occur in a one-dimensional subspace, and the rest of the dimensions of the phase space are affected as consequence of the flow that can be attracted or repelled from this subspace (Strogatz, 1994; Edelstein-Kesher, 2005). Taking into consideration the imaginary plane, we can roughly classify bifurcations into two cases: 1) the eigenvalues of the Jacobian matrix are both real and bifurcations occur along the real axis as certain parameter \( \alpha \) changes. This kind of bifurcation comprises the saddle-node bifurcation; the transcritical bifurcation, and the subcritical and supercritical pitchfork bifurcation. 2) The eigenvalues of the Jacobian matrix are complex conjugated. Bifurcations occur crossing the imaginary axis as certain parameter \( \alpha \) changes. This kind of bifurcation comprises the supercritical and subcritical Hopf bifurcation.

In the first case, a) the saddle-node bifurcation causes local variations in the vector field around two points: a saddle and a node, as a bifurcation parameter \( \alpha \) changes. These points become closer as parameter \( \alpha \) varies until they collide and annihilate each other. This type of bifurcation has interesting applications in some models of biological processes that imply the presence of chemical switches; b) a transcritical bifurcation occurs when two steady points interchange their stability as the bifurcation parameter \( \alpha \) varies. c) The normal form of an ordinary differential equation (ODE) that exhibits a subcritical pitchfork bifurcation is \( \dot{c} = \alpha c + c^3 \). When \( \alpha < 0 \) the steady point \( c = 0 \) is stable and there are two unstable points at \( c = \pm \sqrt{-\alpha} \). When \( \alpha > 0 \) the only real steady point \( c = 0 \) becomes unstable. The normal form of an ODE that exhibits a supercritical pitchfork bifurcation is \( \dot{c} = \alpha c - c^3 \). When \( \alpha < 0 \) the only real steady point \( c = 0 \) is stable. For \( \alpha > 0 \) there is an unstable steady point at \( c = 0 \) and to stable steady points at \( c = \pm \sqrt{\alpha} \).

In the second case, the presence of a Hopf bifurcation leads the system to a limit cycle. As the bifurcation parameter \( \alpha \) varies, when a certain critical value \( \alpha_c \) is reached the supercritical Hopf bifurcation drives the transformation of a stable spiral into an unstable spiral that converges to a stable limit cycle (Figure 7). The case of a subcritical Hopf bifurcation is more complicated. A typical example is when an unstable limit cycle shrinks to cero amplitude as the bifurcation parameter \( \alpha \) reaches its critical value \( \alpha_c \), at which the
cycle engulfs the node rendering it unstable and making the system to jump to a distant attractor when $\alpha > \alpha_c$ (Strogatz, 1994; Edelstein-Keshet, 2005). This new attractor could be a steady point, another limit cycle, infinity or a chaotic attractor (for higher dimensional systems).

4. Dynamical aspects of apoptosis

Ionizing radiation is a term applied to radiation that has energy enough to remove an electron from an atom or molecule. This ionization can produce free radicals chemically reactive. The effect of the ionizing radiation depends only on the energy of the particles (photons, electrons or $\alpha$ particles) that impacts a particular target. The effect of the ionizing radiation is measured in gray (Gy), which is the SI unit of absorbed dose, and is equivalent to the amount of radiation necessary to deposit one Joule of energy in one kilogram of matter. Ionizing radiation is used in the treatment of various types of cancer, under the assumption that the apoptotic network of cancer cells is disabled, making these cells more susceptible to the effects of single and double strand damage in their DNA (Qi et al., 2007).

4.1 Oscillatory nuclear dynamics of p53 in response to ionizing radiation

The response of a nonlinear dynamical system to an input is digital, when the output is conformed by a series of periodic discrete pulses or quanta, that have fixed form and size. The number of pulses increases with the strength of the input signal. The digital response corresponds to a limit cycle, which is generally driven by the onset of a supercritical Hopf bifurcation (Ma et al., 2005; see section 3.3 and Figure 7). In contrast, the response to a given input is analog when the strength of the output increases with the strength of the input signal (Lahav et al., 2004). Recent results show that the kind of radiation applied to a cell can produce different dynamical effects, either digital or analog, depending on the molecular subnetwork activated in response to the double strand breaks (DSB’s) produced (Batchelor et al., 2011).

Fig. 7. Supercritical Hopf bifurcation. This kind of bifurcation transforms a stable spiral into an unstable spiral that converges to a stable limit cycle when the value of the bifurcation parameter $\alpha$ reaches some critical value $\alpha_c$. The black points in the figure are different initial conditions of the dynamical system. The arrows mark out the direction of the flow of the vector field. The phase space is spanned by $c_1(t)$ and $c_2(t)$.
When γ-radiation or the radiomimetic drug neocarzinostastina (NCS) are applied to a cell, the output is digital. According to the results of Batchelor et al. (2008, 2011), the DSB’s produced by these agents induce the onset of a limit cycle of fixed duration, amplitude and period (~ 5 h) in the p53-Mdm2 phase space. The number of pulses of both molecules increases as the damage increases. This series of pulses have the characteristic of an “all or none” response in single cells, which is trigged even by transient inputs (Batchelor et al., 2008).

A previous model by Ma et al. (2005) predicts this kind of digital dynamics under two basic facts: 1) the number of DSB’s for a given doses is stochastic and follows a Poisson distribution with an average proportional to the radiation dose applied \( x \) and given by \( 35x \), which is consistent with the observed 30-40 DSB’s per Gy. The repair dynamics is simulated with a Monte Carlo method; 2) the repairing of the DNA damage is a biphasic process, i.e., consists of a rapid and a slow phases of DSB fix, which are assumed to be produced by two different types of DSB’s. The simple DSB’s, which contain a break in each strand of DNA of a short segment of 10-20 bps in length, switches on the fast repairing process. The slow repairing process is trigged by complex DSB’s, which contains breaks in each strand of DNA, together with other kind of alterations like base damage, base deletions, etc., within the same short segment. The fast and slow processes are represented by different chemical kinetics (Stwart, 2001).

Fig. 8. (a) Experiments with fluorescent p53 and Mdm2. Two pulses of p53-CFP (green) and Mdm2-YFP (red) are shown in this panel. Time (in min) after irradiation is show below images. In the figure, a phase difference of ~ 120 min between the p53 and Mdm2 maximum fluorescence is observed. (b) Levels of p53-CFP and Mdm2-YCP in the nucleus of the cell of panel (a). AU, arbitrary units. Figure reproduced from Lahav et al. (2004), with authorization of Dr. U. Alon.
As mentioned above, the predicted dynamics from this model is a digital output, in which doses of the order of 5 Gy (~150 DSB’s) applied in an on-off form produces pulses of p53 and Mdm2 with a period of ~7 hr and a phase difference of ~115 min. These results are consistent with the experimental results of Lahav et al. (2004) that are showed in Figure 8.

In order to study the behavior of the p53 and Mdm2 loop in individual MCF7 breast cancer cells, Lehav et al. (2004) fused p53 with the cyan fluorescent protein (CFP) under a zinc-inducible promoter, and Mdm2 with a yellow fluorescent protein (YFP) under the human Mdm2 native promoter. p53-CFP was completely functional in induced the transcription of Mdm2 after zinc induction. The p53 and Mdm2 levels were recorded using time-lapse fluorescent microscopy of the cell line clone expressing both fluorescent proteins after γ-irradiation at 20 minutes resolution during 16 hrs of growth (Figure 8). The results show that individual cells exhibit sustained oscillations in the p53-CFP and Mdm2-YFP nuclear levels in response to DSB’s (Figure 8), but that the number of pulses varies from cell to cell. The width of each pulse was of 350 ± 160 min. The maximum of the first peak appeared 360 ± 240 min after DSB, and the time between successive peaks stabilized at a 440 ± 100 min. The time delay between the maximum levels of p53 and Mdm2 was ~100 min. However, some individual cells did not show pulses of p53 and Mdm2 after γ-irradiation.

The coincidence between the outputs from the models of Batchelor et al. (2008, 2011) and Ma et al., (2005) with their own and Lehav et al. (2004) experimental results, indicates that γ-irradiation produces DSB’s that induces the onset of a limit cycle through a supercritical Hopf bifurcation in the p53-Mdm2 phase plane (Batchelor, 2008), and that the molecular mechanisms that underlay this dynamical behavior possibly lies on the p53-Mdm2 negative feedback loop (Figures 1a). However, the only existence of this loop seems not to be enough to explain the sustained oscillations observed in individual cells (Lehav et al., 2004; Ma et al., 2005; Batschelet et al., 2008, 2011).

According to the results from the model of Ma et al., (2005), the presence of DSB’s induces a switch-like behaviour of the ATM kinase, which dissociates from its inactive dimmer form into two activated monomers that phosphorylate p53 (Figures 2a). This switch is turned on by doses of γ-irradiation as low as 0.1 Gy (~3 DSB’s) and saturates at 0.4 Gy (~14 DSB’s). Furthermore, activated ATM monomers (represented by ATM*) close a positive feedback loop acting on the ATM inactive dimmer form to cleavage it and produce more activated monomers. The combination of these two feedback loops is able of producing the sustained oscillations observed in individual cells.

However, experimental and theoretical analysis of the p53-Mdm2 loop by Batchelor et al. (2011) show that the sustained oscillations observed in individual cells can also be explained by the action of a triple negative feedback loop. ATM* activates p53, which closes the first negative feedback loop with Mdm2. However, p53 also activates the transcription of wip1 that closes a negative feedback loop with p53. Although, p53 also closes a negative feedback loop with ATM* mediated by Wip1 (Figures 4). Experimental and in silico results (Batchelor et al., 2008, 2011) show that the suppression of the negative action of Wip1 on ATM* switches p53 dynamics from repetitive pulses into a single analog pulse.

Probably, the positive ATM feedback loop together with a initial rapid degradation of Mdm2 (Batchelor et al., 2011) and the triple negative feedback loops mediated by p53, Mdm2 and Wip1 accounts for the onset and stability of the limit cycle that gives rise to the digital response to γ-irradiation observed in individual cells.
Digital response of the p53 machinery to DSB by γ-irradiation could be a timing mechanism that controls downstream events that determine if the DSB’s can be repaired or not (Figure 3a), and, in consequence, if apoptosis should continue until cell death or not (Ma et al., 2005; Dogu and Díaz, 2009).

4.2 Non-oscillatory nuclear dynamics of p53 in response to ionizing radiation

The effect of UV is the cross link of consecutive pyrimidine bases producing the exposition of single strands of DNA (ss-DNA). In contrast to the effect of γ-irradiation, the treatment of cells with bursts of UV-radiation with different energy, ranging from 2 to 10 J/m2, produces, in each case, a single analog pulse whose amplitude and duration increases with the UV doses. (Batchelor et al., 2011).

Beside the difference in the type of damage produced by γ and UV irradiation to the DNA, digital and analog p53 dynamics are sustained by different feedback mechanisms. The presence of ss-DNA induces the activation of the ATR kinase, which phosphorylates Mdm2 on Ser-407, a rapid reversible process, and inhibits its activity on p53. In contrast, DSB’s induces the activation of the ATM kinase, which phosphorylates Mdm2 on Ser-395, producing its rapid degradation and an initial sharp rise of p53 activity (Batchelor et al., 2011). In consequence, the initial inhibitory effect of ATR* on the p53-Mdm2 loop is less intense than the initial effect of ATM*. Furthermore, the restoration of this loop after the post-translational modification of Mdm2 by ATR* probably occurs in a time scale of minutes. In contrast, the restoration of the p53-Mdm2 loop after the rapid degradation of Mdm2 produced by ATM*, probably occurs in a time lapse of hours due to the process of translation of mdm2. Additionally, as Wip1 has not a detectable inhibitory action on ATR*, p53 has not a negative retroactivity on ATR* mediated by Wip1. In this form, there are only two persistent feedback loops acting on p53 after UV-irradiation: the p53-Mdm2 and the p53-Wip1. (Batchelor et al., 2008, 2011).

Additionally, in contrast to the switch-like activation of ATM in response to low doses of γ-irradiation, the rate of activation of ATR must be considered UV-doses dependent in order to computationally reproduce the analog dynamics of p53 (Batchelor et al., 2011). In this form, the analog response of p53 to UV-irradiation seems to be due to three facts: 1) rapid reversible inactivation of Mdm2 by ATR*; 2) absence of negative retroactivity of p53 on ATR* mediated by Wip1 and 3) a non switch-like dynamics of activation of ATR.

4.3 Heterogeneous oscillatory dynamics of p53 in cell populations

Previous experiments by Lahav et al. (2004) show that a population of cells from the same clone MCF7, exhibit damped oscillations of p53 and Mdm2, when their dynamics is recorded by assays based on the determination of the average or the relative values of the amount of proteins over populations of cells, like the immunoblot technique. When not such averaging techniques are used (see section 4.1), records of the dynamics of p53 and Mdm2 show sustained oscillations with wide heterogeneity in their amplitude, not only between isogenic cells, but also in individual cells (Figure 9).

Geva-Zatorsky et al. (2006) repeated the experiment mentioned in section 4.1, but with 30 h of continuous recording. They found that only 60% of the cells exposed to 10 Gy of γ-irradiation showed sustained oscillations of the p53-Mdm2 feedback loop. These oscillations have a relatively constant period of 5.5 ± 1.5 h, a high coefficient of variation (~0.7) in their amplitude, and a relatively constant peak width. The p53-Mdm2 delay is also relatively
constant in these cells. In contrast, only 30% of the cells exposed to 5 Gy of γ-irradiation showed sustained pulses, indicating that the number of cells displaying oscillations increases with higher doses of γ radiation. Initially, the onset of the oscillations in different cells was synchronized with the pulse of γ-radiation applied. However, synchrony was lost due to the different frequency response exhibited by individual cells. Some cells stopped their oscillatory dynamics or changed their frequency of oscillation. Additionally, after cell division, sister cells exhibited oscillations of p53 and Mdm2 that were initially synchronized. However, after a lapse of time of ~11 h this correlation decreased in 50%.

Fig. 9. (a) **p53-CFP (green)** in clonal MCF7+pU265+pU293 cells after 5-Gy γ-irradiation. Time (in min) after irradiation is shown below images. (b) and (c) **p53-CFP levels** (total CFP fluorescence in nuclei) from cells 1 and 2 (indicated by arrows in (a)), showing the heterogeneity in the pulses generated after γ-irradiation. AU, arbitrary units. Figure reproduced from Lahav et al. (2004), with authorization of Dr. U. Alon.

Geva-Zatorsky et al. (2006) work also reveals that after a treatment with 10Gy of γ-radiation, 40% of the cells showed a non-oscillatory response, or did not respond at all. The non-oscillatory response consisted of slow fluctuations of Mdm2-YFP and p53-CFP with only one, two or three peaks. Each fluctuation had duration of 8 – 12 h. Furthermore, a fraction of non-irradiated cells also show this kind of fluctuations.
4.4 Noisy oscillatory dynamics of p53

From section 4.3, it is clear that a deterministic approach for understanding the dynamics of apoptosis is not enough to account for the heterogeneity observed in the p53-Mdm2 oscillatory response of individual cells to IR. As we mentioned in section 3.3, the onset of a stable limit cycle in the p53-Mdm2 phase plane depends on the transition from a stable spiral to an unstable spiral (supercritical Hopf bifurcation), according to the Poincaré-Bendixson and Hopf theorems. Once the limit cycle is settled down, all nearby trajectories are trapped by it. In this form, any small perturbation of this cycle will be damped and the system will return slowly to its original rhythm of oscillation with constant amplitude and frequency. This is not the kind of dynamical behavior experimentally determined in MCF7 cells (Ma et al., 2005; Batchelor et al., 2011; Lahav et al., 2004; Geva-Zatorski et al., 2006). As consequence, deterministic models of the p53-Mdm2 oscillations can be considered only as approximate descriptions of reality if they take into account only the p53-Mdm2 negative feedback loop (Qi et al., 2007; Spencer and Sorger, 2011). As it was mentioned in section 4.1, better results are obtained from models that take into account the positive ATM feedback loop together with a initial rapid degradation of Mdm2 (Ma et al., 2005; Batchelor et al., 2011; Jolma et al., 2010) and the triple negative feedback loops mediated by p53, Mdm2 and Wip1. From these models, it is clear that in the nuclear compartment the activation of the dynamical characteristics of the DNA repairing molecular machinery conveys a trajectory that sharply leads to an unstable fixed point in the ATM*-p53-Mdm2 phase space, from which a limit cycle parallel to the p53-Mdm2 plane emerges through a supercritical Hopf bifurcation. However, there is also the possibility of the existence of a subcritical Hopf bifurcation, which can then lead to cycles of different IR-dose dependent amplitude (Qi et al., 2007). Nevertheless, these models cannot account for the variability of the pulses of p53 and Mdm2 observed in individual cells and in cell populations.

Cell systems are subject to intrinsic and extrinsic noise sources that can affect both the rate of production and the rate of degradation of proteins (Elowitz et al., 2002; Kaufmann and van Oudenaarden, 2006). Noise is a source of variability, even in cells from the same cell line. The intrinsic cell noise can insert a low frequency fluctuating component in the rate of production (degradation) of proteins producing a continuous stochastic variation in the corresponding number of molecules (Diaz, 2011). Geva-Zatorski et al. (2006) point out that the probable source of variability in the response of cells to γ-radiation is the stochastic variation in the rate of protein production, which generates fluctuations in the amplitude of the pulses without affecting their period. On the contrary, if the protein degradation rate is affected by noise, pulses exhibit variable amplitude and period. In this form, fluctuations in the rate of the transcription and translation processes of key apoptotic proteins after DSB damage can be reflected in the variable amplitude of the p53 and Mdm2 pulses, without affecting their rhythm of generation.

Furthermore, fluctuations can evoke the generation of spontaneous elevations in the basal concentrations of Mdm2, even in absence of γ-irradiation (Geva-Zatorski et al., 2006). Cancer cells have a unstable genetic system in which is possible that some control mechanism of apoptosis are modified or disabled in order to undergo cell death in response to cytotoxic stimuli. In consequence, any spontaneous fluctuations in the concentration of apoptotic nuclear proteins, like Mdm2, can be over amplified giving rise to the atypical dynamical features of cancer cells. For example, spontaneous increase in the concentration of Mdm2 can suppress the activity of p53 by ubiquitination and posterior degradation in the proteosome (Figure 1a), and disable the apoptotic mechanism of MCF7 cells during time lapses up to ~ 20 h (Geva-Zatorski et al., 2006).
After MCF7 cells division, p53 and Mdm2 oscillations continued with the same phase but sister cells lose ~ 50% of correlation in their oscillatory dynamics after 11 h (Geva-Zatorski et al., 2006). These results point to two important facts: 1) apoptotic information can be transferred to daughter cells and 2) sister cells can inherit similar levels of relevant apoptotic molecules, but noise generates fluctuations in protein production and degradation. As consequence, synchrony is lost after a lapse of time (Spencer and Sorger, 2011). In this form, the initial apoptotic timing synchronization caused by the γ-irradiation can be transferred to daughter cells but this correlation falls as time from division increases, until sister cells are no more correlated than a randomly chosen pair of cells (Spencer and Sorger, 2011).

4.5 Dynamics of cytoplasmic apoptotic proteins

**Bistability** is a broad dynamical feature of nonlinear biochemical systems, in which an unstable steady point separates two stable nodes. The transition between nodes requires energy to overcome the high energetic barrier among them. Generally, once the transition from one steady point to the other occurs, return to the original state requires a different pathway with different energy requirements, forming a **hysteresis** loop. Molecular switches are the common examples of this type of dynamics (Strogatz, 1994).

Bagci et al. (2006) work studied the role of Bax and Bcl2 synthesis and degradation rates in mitochondria-dependent apoptosis (Figure 3a), finding the existence of a saddle point bifurcation in the caspase 3-Bax degradation rate diagram. The Bax degradation rate of $\approx 0.11$ s$^{-1}$ determines the upper limit to this region of bistability. Inside this region, the saddle point bifurcation can drive the system either to a stable point with a high concentration of caspase 3 (cell death) or to a stable point with a low concentration of caspase 3 (cell survival). Out of this region, the systems dynamics is settled on by the existence of a single stable fix point that determines cell surviving independently of the concentration of caspase 3. Cui et al. (2008) work points out that the activation of the “Bcl2 switch” upstream mitochondria induces apoptosis when the formation of the heterodimer Bak/Bax reaches a certain level. In this form, Bax level settles on the beginning of the apoptosis process (Bagci et al., 2006; Cui et al., 2008; Hua et al., 2005). An important conclusion from this work is that an abnormal state, like cancer, arises in cells when Bax degradation rate is above a threshold value, giving rise to a stable cell survival dynamics, i.e., cells do not die.

Fussenegger, Bailey and Varner (2000) work used mass-conservation law and kinetic rate laws to establish a model of caspases 8 and 9 activation by the extrinsic and intrinsic apoptotic pathways respectively. According to this model, in the case of the intrinsic pathway the release of cytochrome c starts 10 min after a stress signal like IR. The executioner caspases are active at 40% of its maximum value 1 h after the initiation of the stress response and 70% of them are active 2 h after. A negative mutation in p53 decreases the fraction of both activated caspase 9 and executioner caspases.

Dogu and Díaz (2009) model takes into account the role of proapoptotic proteins like p53 and Puma in the response to stress signals like IR (Figure 3a). This model shows that the overall kinetic behaviour of the p53 apoptotic network under genotoxic stress is mainly due to a possible p53-induced release of Bax from its complex with Bcl2 even in absence of Puma. However, the release of Puma in the cytoplasm increases the rate of liberation of Bax from the Bcl2/Bax cytoplasmic complex. In this form, this model proposes that Bax cytoplasmic level controls apoptosis by its continuous release from the Bcl2/Bax complex after DNA damage. If DNA is repaired or the damage is reduced enough before Bax reaches a threshold value, cells may divide or may have a Bax control mechanism that avoids the
start of apoptosis. In this model PUMA plays the role of accelerator of the Bax level increasing process. The possible biological significance of this process may be to allow a lag between the starting of the DNA damage repair process and the onset of full apoptosis when the damage cannot be repaired in a pre-set moment of the cell cycle. After this time lag, Puma reaches a threshold concentration value that fires the complete and irreversible apoptotic process. From a dynamical point of view, this model states the stability and robustness of the network of interaction between p53 and the pro and anti-apoptotic proteins BclxL, Bcl2, Puma and Bax. The flow predicted by this model is formed by set of trajectories that converge into an attractor in the 4-dimensional phase space spanned by the concentration of the p53/Bcl-xL, PUMA/Bcl-xL, Bax/Bcl2 and p53/Bcl2 complexes. This flow is reasonably independent of the values of the rate constants of association and dissociation of these complexes, indicating its structural stability.

In this form, the cytoplasmic component of the apoptotic subnetwork exhibits a dynamics driven by a saddle-node bifurcation, which settles down a control point that determine the cell fate according to the information flow from the nucleus. This dynamics seems to be started by a Bcl2 switch that initiates the accumulation of Bax in the cytoplasm, until it reaches a threshold value. It seems that, although the cytoplasmic accumulation of Bax initiates the liberation of cytochrome c from mitochondria in a time lapse as short as ~ 10 min, the process is still reversible. However, once PUMA is present in the cytoplasm, the rate of liberation of Bax from the Bcl2/Bax complexes is sharply increased, and makes the apoptotic process completely irreversible due to the consequent increase of the levels of Bax over its threshold value. The high concentration of free Bax triggers the process of activation of caspase 3.

5. Conclusions

Apoptosis is a complex molecular process, which is capable of determine the cell fate according to the intensity of the DNA damage caused by IR (section 2.3). This network of molecular processes has a highly connected node, which is protein p53. Its key role in apoptosis is tightly regulated by a series of molecules like Wip1 and Mdm2, among others. DSB´s and ss-DNA can trigger the activation of either ATM or ATR (section 2.4). These kinases suppress the inhibitory activity of Mdm2 on p53, giving rise to a digital or to an analog response to IR, respectively (section 4.1 and 4.2).

Cancer cells show abnormalities in their genetic network, which includes the regulatory loops of apoptosis. As a result, the cancer cell response to IR is heterogeneous probably due to three facts: 1) IR produces random damage to DNA (Ma et al., 2005; Qi et al., 2007); 2) intrinsic noise adds some amount of randomness to the processes of transcription and translation of key apoptotic proteins (Geva-Zatorsky et al., 2006; Díaz, 2011); 3) regulatory genetic loops may be randomly disabled in cancer cells.

The effect of randomness is the generation of low frequency fluctuations in the levels of proteins like Mdm2. When these fluctuations coincide with the natural frequency of oscillation of the negative feedback loops that control p53 activation, the result is a series of pulses of different amplitude (Geva-Zatorsky et al., 2006). However, the rhythm of the oscillations remains relatively constant, suggesting that fluctuations principally affect the rate of synthesis of proteins. Models that include this randomness are successful in reproducing the heterogeneity of the pulses of p53 and Mdm2 in individual cells (Section 4.3).

However, there are not data about the oscillatory dynamics of p53 in normal cells after perturbation with IR, neither in other lines of cancer cells. In this form, it is not known if the
oscillatory dynamics found in MCF7 cells represents a generalized dynamical behaviour of all cells under treatment with IR, or if it is only a particular feature of this cell line. However, variability in response to other proapoptotic treatments seems to be an universal feature of cells (Spencer and Sorger, 2011). A direct and very important consequence of this variability is that the killing fraction, i.e., the fraction of died cells from an initial living cell population after treatment with a proapoptotic agent, is generally much lower than 100%. This fact points to the necessity of combining at least two different treatments to completely eradicate cancer cells.

In order to gain a deeper insight into the mechanisms that generate this variability in cell response, is necessary to elaborate a more rigorous quantitative approach to understand how key apoptotic processes are affected by stochasticity. Mathematical and computational models, combined with quantitative experimental research, are necessary tools to achieve this goal.

As we stated in this chapter, determinist models of apoptosis seems to have a limited power to explain the real dynamics of cell death. However, they are still useful tools because they incorporate in their core of equations a series of kinetic terms that represent the contribution of the different biochemical process at different times. Furthermore, from these models some general principles about the dynamics of apoptosis are beginning to emerge: 1) digital and analog responses are generated by different mechanisms of activation and regulation of p53; 2) digital response is generated by the nonlinear interaction of at least three negative feedback loops and an autocatalytic process, together with the rapid initial degradation of Mdm2 that generates a time delay in the restoration of its negative feedback loop with p53; 3) this nonlinear interactions conveys the evolution of the dynamical system to an unstable fixed point in the ATM*-p53-Mdm2 phase space, from which a limit cycle parallel to the p53-Mdm2 plane emerges through a supercritical Hopf bifurcation; 4) this limit cycle assures the stability of the oscillations, generating pulses of constant peak width, frequency and average amplitude; 5) as consequence, deterministic models predicts the onset of a clock-like mechanisms that determines the timing of cell death; 6) this nuclear clock may be somehow synchronized with the cytoplasmic events that lead to the activation of executory caspases; 7) cytoplasmic biochemical processes generated by the interaction of pro-apoptotic and anti-apoptotic molecules like p53, PUMA, Bcl2, Bak, Bax, among others, settle down a saddle-node bifurcation, which determines either cell death or cell survival, depending on the levels of free Bax; 8) with respect to the nuclear analog response, deterministic models suggest that is due to the activation of only two negative feedback loops and the rapid reversible modification of Mdm2 by ATR*.

However, it is necessary to propose a broader deterministic model in order to understand: 1) how the nuclear Hopf bifurcation is linked to the cytoplasmic saddle-node bifurcation to determine the precise timing of cell death and 2) how the correct death-survival decision is taken according to the information processed in the nucleus.

Stochasticity can be added to this model in order to know if the fluctuations of p53 in the nucleus also influence death decisions in the cytoplasm, or if they are damped by the cytoplasmic feedback loops, avoiding lose of the correct timing of apoptosis. Mislay of this timing can produce cell death at random lapses of time.

Finally, the knowledge generated by stochastic models can be useful to improve the proapoptotic treatments that are used now day. These treatments can target nodes that are not practically affected by noise, allowing the increase of the killing fraction.
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Since the discovery of X rays by Roentgen in 1895, the ionizing radiation has been extensively utilized in a variety of medical and industrial applications. However, people have shortly recognized its harmful aspects through inadvertent uses. Subsequently, people experienced nuclear power plant accidents in Chernobyl and Fukushima, which taught us that the risk of ionizing radiation is closely and seriously involved in the modern society. In this circumstance, it becomes increasingly important that more scientists, engineers, and students get familiar with ionizing radiation research regardless of the research field they are working. Based on this idea, the book "Current Topics in Ionizing Radiation Research" was designed to overview the recent achievements in ionizing radiation research including biological effects, medical uses, and principles of radiation measurement.
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