1. Abstract

This chapter presents a unified approach to coordination planning and control for robotic position and orientation trajectories in Cartesian space and its applications in robotic material handling and processing. The unified treatment of the end-effector positions and orientations is based on the robot pose ruled surface concept and used in trajectory interpolations. The focus of this chapter is on the determination and control of the instantaneous change laws of position and orientation, i.e., the generation and control of trajectories with good kinematics and dynamics performances along such trajectories. The coordination planning and control is implemented through controlling the motion laws of two end points of the orientation vector and calculating the coordinates of instantaneous corresponding points. The simulation and experiment in robotic surface profiling/finishing processes are presented to verify the feasibility of the proposed approach and demonstrate the capabilities of planning and control models.
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2. Introduction

Motion coordination planning and control play a crucial role in robot applications to Cartesian task operations with the consideration of kinematics and dynamics constraints. To effectively carry out the design and application of robots, an efficient algorithm for motion planning needs to be developed by generating, simulating and evaluating, and optimizing robot trajectories in a virtual CAD off-line programming environment (Zha 1993, Zha et al 1994, Zha and Du 2001). Many joint-space and Cartesian space based planning schemes have been made out by proposing new algorithms or improving the existing algorithms to describe and plan robot motions and trajectories (Thompson and Patel 1987; Bobrow et al 1985; Shin and McKay 1985; Pfeiffer and Johanns 1987; Yang and Jin 1988; Slotine and Yang 1989; Shiller and Lu 1990; Patel and Lin 1995; Konjovic and Vukobratovic 1994; Lee 1995;
Seereeram and Wen (1995). Some criteria are identified for comparing and evaluating both trajectories and trajectory planners of robot (Thompson and Patel 1987):

1. Trajectories should be effective both to compute and to execute.
2. Trajectories should be predictable and accurate, and they should not degenerate unacceptably near a singularity.
3. The position, velocity, and acceleration, and even the rate of change of acceleration, called the jerk, should be smooth functions of time.
4. Trajectory planner should be possible to determine efficiently whether a proposed trajectory requires the robot end effector to move to a point outside its workspace or move with a velocity or acceleration that is physically impossible. Both of these are controlled with a good model.

The coordination planning and control for robot motions in Cartesian space has long been recognized as a most interesting but difficult research field not only for motion control but also for advanced virtual/real design and planning. Some of the existing methods are, for the most part, based on kinematics considerations and geometric flavor. They may render to have limited capabilities for handling some cases where the limits of maximum acceleration and maximum deceleration along the solution curve are no longer met, or where singular points or critical points of robot configuration exist. Another problem with existing methods to plan trajectories is that the unmanageable complexity could occur both in computation cost and storage.

This chapter aims to present a unified approach to coordination planning and control of pose trajectories for robot end effector in Cartesian space. The organization of the chapter is as follows. Section 2 introduces some issues related to robot task analysis and control, including the evaluation of robot kinematics performance; Section 3 proposes a new approach to robot pose trajectory planning by generating robot pose ruled surface. Section 4 deals with the optimization solutions to the problem of pose trajectory planning. Section 5 provides simulation of the proposed approach in virtual environment and examples. Section 6 demonstrates the industrial application for robotic polishing. Section 7 summarizes the chapter with concluding remarks.

3. Analysis and Control for Robot Manipulators

There are different levels of abstraction at which a robot task can be defined. For simplicity, the lowest level task description is adopted so that a robot task is specially defined as a collection of working points to be followed by the end-effector in the task space. If the robot is to follow a prescribed path, this task can be approximated by a set of points along the path. Other task specifications such as obstacle avoidance, position accuracy, and static capability at task points can also be included as part of the definition of a task. In the following context, the task point is referred to as the pose (position and orientation) of the end-effector, which is dependent on the configuration of robot manipulator.

3.1 Robot Pose and Configuration

The robot configuration in Cartesian space can be described by the position reference point, \( P \), and the orientation vector \( \Phi \) on the line \( S \) passing through the point \( P \). Thus, the configuration equation is expressed as follows (Makino et al 1982),

\[
X = [P, \Phi]^T
\]
The continuous motion of configuration in three-dimensional Cartesian space forms a ruled surface, called robot pose ruled surface (Zha 1993). Two end points of the orientation vector $\Phi$ are supposed to be $P$ and $Q$ on the $S$, and thus the starting and ending points of robot motion are $P_s$ and $Q_s$, $P_e$ and $Q_e$, as shown in Figure 1, respectively. The two base curves of the robot pose ruled surface, i.e., the robot pose trajectories $P_sP_e$ and $Q_sQ_e$, can be expressed as the vector equations of a function of joint variable with respect to time parameter $t$, as follows,

$$\begin{align*}
P(t) &= r_1(t) \\
Q(t) &= r_2(t) \\
\Phi(t) &= r_2(t) - r_1(t)
\end{align*}$$

(2)

where, $t \in [t_1, t_2]$, $t_1$ and $t_2$ are the start and end time of motion respectively. Using a standard mathematical equation to express the robot pose ruled surface, Eq.(2) can be rewritten as (Zha and Du 2001)

$$r(t, \lambda) = r_1(t) + \lambda[r_2(t) - r_1(t)] = r_1(t) + \lambda\Phi(t)$$

(3)

where, $\lambda \in [0,1]$. 

From Eq.(3), when $\lambda = 0$, $r(t,0) = r_1(t)$ represents a pure position trajectory; while $\lambda = 1$, $r(t,1) = r_2(t)$ represents a pure orientation trajectory. The equation of the robot pose ruled surface is therefore flexible to represent its motion (both for position and orientation) trajectories. The orientation vector can be either an equivalent angular displacement vector or any other representational orientation vectors, e.g., an Euler angular vector ($\theta$, $\phi$, $\psi$). The properties of the equivalent angular displacement vector used as the orientation vector are different from those of normal vectors in mathematics (Makino et al 1982). It is noted that the representation for robot motions using the pose ruled surface is exceptional to handle the case when the orientation vector is in line with or parallel to the position vector as in these two cases no ruled surface can be formed or generated.

3.2 Motion Analysis

From the configuration equation, Eq.(1), the Cartesian velocity and acceleration, $\dot{x}$ and $\ddot{x}$, of the robot can be obtained by use of the first-order and the second-order derivatives, respectively, as follows
\[
\dot{X} = [\dot{P}, \dot{\Phi}]^T = J \dot{q} = [r_1(t), \Phi(t)]^T
\]

\[
\ddot{X} = [\ddot{P}, \ddot{\Phi}]^T = J \ddot{q} + J \dot{\Phi} = [\dddot{r}_2(t), \dddot{\Phi}(t)]^T
\]

where, \(P\) and \(\dot{P}\) are the Cartesian linear velocity and acceleration of the robot position; \(q\) and \(\dot{q}\) are the joint velocity and acceleration; \(\dot{\Phi}\) and \(\ddot{\Phi}\) represent the orientation velocity and acceleration; and \(J\) is a Jacobian matrix. Based on the theory of velocity addition, \(\dot{\Phi}\) can be written as

\[
\dot{\Phi} = \sum_{j=1}^{n} \dot{q}_j \delta_j \mathbf{e}_j
\]

where, \(\mathbf{e}_j = \prod_{i=0}^{j} \hat{e}_i \delta_i \hat{q}_i \prod_{i=j+1}^{n} \hat{e}_i \) is a unit vector of \(j\)-th joint axis in the base coordinate system; \(\hat{e}_j\) is a unit vector of \(j\)-th joint axis in dynamic coordinate system; \(\delta_j\) has the same meaning as \(\delta_i\) mentioned in (Makino et al 1982). Hence, the Jacobian matrix \(J(q)\) can be expressed as

\[
J = \begin{bmatrix} J_v & J_a \\ \delta_1 \mathbf{e}_1 & \delta_1 \mathbf{e}_2 & \cdots & \delta_1 \mathbf{e}_n \\ \delta_2 \mathbf{e}_1 & \delta_2 \mathbf{e}_2 & \cdots & \delta_2 \mathbf{e}_n \\ \vdots & \vdots & \ddots & \vdots \\ \delta_n \mathbf{e}_1 & \delta_n \mathbf{e}_2 & \cdots & \delta_n \mathbf{e}_n \end{bmatrix}
\]

where, \(J_v\) and \(J_a\) are velocity Jacobian and angular Jacobian corresponding to \(V\) and \(\hat{\Phi}\) respectively.

### 3.3 Motion Performances Evaluation

The performance constraints are defined to ensure the feasibility of a robot configuration while performing the given task. Great advances have been made in recent years in the study of robotic kinematics performance. For example, in order to obtain an energy-saving motion mode, an efficient way is to minimize the joint motion, i.e.,

\[
\min \sum_{i=1}^{n} q_i(t + \Delta t) - q_i(t)^2
\]

or the sum weighted distance or path (Section 6). However, it is not sufficient to consider only the position and orientation of manipulators for task planning. In fact, in many cases, it is required to satisfy certain constraints for not only the position and orientation but also the velocity and even the acceleration, i.e., kinematics and dynamics and control constraints.

#### 3.3.1 Manipulability

The most important and commonly used concept is the robot manipulability, which is a measure of manipulating ability of robotic mechanisms in positioning and orientating the end effector which is beneficial for design and control of robots and for task planning. The measure for manipulability was first defined by Yoshikama (1985), as

\[
W = \sqrt{\det(J^T J)}
\]
Since \( W \) is equal to zero at the singular positions, \( W \neq 0 \) and its increase will enlarge the dexterity of the system and assure avoiding "avoidable" singularities. For a non-redundant manipulators, i.e., \( m = n \), the measure \( W \) reduces to \( W = | \text{det}(J) | \). The manipulability constraint is only used to detect whether a manipulator is at or nearby a singular pose when its end-effector reaches each of the task points, and thus it is a local manipulability index. For convenience, the condition index (CI) can also be employed to formulate the manipulability constraint (Angeles 1992):

\[
\frac{\sigma_{\text{min}}}{\sigma_{\text{max}}} \geq \varepsilon
\]

where, \( \varepsilon \) is the user defined lower bound of CI for singularity avoidance, which usually takes a small value, 0.001 for instance.

### 3.3.2 Area of Pose Ruled Surface and its Change Ratios

The area of the robot pose ruled surface with two base trajectory curves \( P_s \) and \( P_e \), and \( Q_s \) and \( Q_e \), can be obtained (Zha 1993, Zha 2002), as follows,

\[
A = \int_{P_s}^{P_e} \int_{Q_s}^{Q_e} dA
\]

where \( dA \) is the differential of area of ruled surface. From Eq (3), the area of robot pose ruled surface \( A \) can be further written as

\[
A = \int d\lambda \int \left| \mathbf{r}_1(t) + \mathbf{\lambda} \Phi(t) \| \Phi(t) \| dt \right|
\]

With respect to time \( t \), the first-order and the second-order change ratios of the pose ruled surface, \( dA/dt \) and \( d^2A/dt^2 \), can be obtained respectively as

\[
dA/dt = \int \left( \mathbf{r}_1(t) + \mathbf{\lambda} \Phi(t) \| \Phi(t) \| dt \right)
\]

\[
d^2A/dt^2 = \int \left( \mathbf{r}_1(t) + \mathbf{\lambda} \Phi(t) \| \Phi(t) \| dt \right)
\]

From Eqs (11-13), both the area of the robot pose ruled surface and its change ratio are functions of the pose trajectory equations, \( \mathbf{r}_1(t) \) and \( \mathbf{r}_2(t) \), and the velocity equations, \( \mathbf{r}_1(t) \) and \( \mathbf{r}_2(t) \). When a robot operates in a certain speed, the area of the robot pose ruled surface and its change ratios can indicate the kinematics and dynamics performances of the robot manipulator.

### 3.4 Dynamics Analysis and Control

The acceleration control can be considered as an extension of the velocity control, which controls the robot moving along the given motion parameters by imposing force and/or torque on each joint of robot. Thus, the main task of dynamics control is to determine the generalized force imposing on the robot joint to obtain the given acceleration. This can be achieved from the dynamics equation of the robot, as follows

\[
\tau = I(q) \ddot{q} + V(q, \dot{q}) + f(q, \dot{q}) + g(q)
\]

where, \( \tau \) is the joint driving force; \( I(q) \) is the \( nxn \) inertia matrix; \( V \) is the \( nxn \) damping matrix; \( f(q, \dot{q}) \) is the \( n \)-dimensional nonlinear function of centrifugal and Coriolis terms; \( g(q) \) is the gravitational terms. Furthermore, the corresponding dynamics equations in the Cartesian space can be derived as follows:
\[ F = V(q) \dot{X} + U(q, \dot{q}) + P(q) \]  

(15)

where, \( F \) is the generalized operational force in Cartesian space; \( V(q) \) is \( m \times m \) kinetic matrix, i.e., inertia matrix in Cartesian space; \( U(q, \dot{q}) \) is the nonlinear function of centrifugal and Coriolis terms in Cartesian space; \( P(q) \) is the gravitational terms in Cartesian space.

As discussed above, the problem of planning robot pose trajectories is equivalent to that of the generation of robot pose ruled surface. It means that the motion locus of configuration can be planned for the robot end effector in task space by generating the robot pose ruled surface. The change laws of robot pose can be determined by fitting or interpolating key or knot pose points obtained from artificial teaching-by-showing or measurement and even by the latest technologies (e.g. data glove) in virtual environment. Thus, the corresponding points of the entire motion path can be calculated by interpolation.

4 Coordination Planning for Robot Trajectories

4.1 Trajectory Generation

When a robot operates in task space, it must meet some requirements and constraints. Constraints for robotic motion trajectories are dependent on that the application requires zero-order (C⁰), first (C¹)- or second (C²)-order continuity, and kinematics or dynamics performances to yield a position and orientation continuous curve. Given a serial manipulator with prismatic and revolute joints operating in task space, consider the class of trajectories in Cartesian space, \( X(t) = [r_1(t), \Phi(t)]^T \Rightarrow [r_1(t), r_2(t)]^T \), which satisfy the following kinematics, control and dynamics constraints and requirements:

(a) The robot end effector is desired to pass through the \( m \) specified or given knot pose points \( r_1(t), r_2(t), i=1,2,3,...,m \), accurately in workspace;

(b) When the robot moves along the planned trajectory in workspace, its motion is expected to be smooth with \( C^2 \)-continuity and even small jerk, i.e., the existence of \( \bar{r}_1(t), \bar{r}_2(t), \bar{r}_3(t) \) and \( \bar{r}_2(t) \), or sometimes, \( |\bar{r}_1(t)| \leq J_{\text{p}} \), \( |\bar{r}_2(t)| \leq J_{\text{p}} \), where, \( J_{\text{p}} \) and \( J_{\text{p}} \) are maximum pose jerks.

(c) The robot must avoid the singularity, \( W \neq 0 \), i.e., \( \det(J^T) \neq 0 \) or CI (\( \sigma_{\text{min}}/\sigma_{\text{max}} \geq \varepsilon \));

(d) The robot motion cannot exceed the joint range limits and maximum joint velocity range, i.e., \( q_{\text{max}} \leq q_i(t) \leq q_{\text{max}} \), \( r \leq q_{\text{max}} \).

(e) The robot motion cannot exceed the maximum joint acceleration and the maximum joint driving forces / torques, i.e., \( q_{\text{max}}^2 \leq q_{\text{max}} \), \( \tau_{\text{max}} \leq \tau_{\text{max}} \), \( i=1,2,3,...,n \)

(f) The robot motion must have better kinematics performances, e.g., maximum velocity-space or shortest motion path, or minimum area of pose ruled surface, or minimum change ratios of area of ruled surface.

There are many methods for fitting or interpolating key pose points to generate robot motion trajectories. These include segment interpolation (e.g. straight-line segment and transition segment), polynomial curves, cubic curves (e.g., Hermite cubic splines, Bezier curve, B-spline, NURBS), and so on (Boehm 1985, Patel and Lin 1988, Dierckx 1993, Ge and Ravani 1994, Ge and Kang 1995, Gerald Farin 1991). Suppose that \( P_P, P_Q, Q \) are formulated by one of the methods mentioned above, as shown in Figure 2, and they are described as follows:
where, \( t \in [t_1, t_2] \). This means that both the position and orientation of robot vary from \( P_s \) to \( P_e \) and from \( Q_s \) to \( Q_e \) on the curves, respectively. If \( r_1(t) \) and \( r_2(t) \) or \( r_1(t) \) and \( \Phi(t) \) are determined, the trajectory planning process is accomplished, and the coordinates of corresponding points on the pose trajectories can be calculated.

\[
\begin{align*}
P : r_1(t) &= x_1(t)\mathbf{i} + y_1(t)\mathbf{j} + z_1(t)\mathbf{k} \\
Q : r_2(t) &= x_2(t)\mathbf{i} + y_2(t)\mathbf{j} + z_2(t)\mathbf{k} \\
\Phi : \Phi(t) &= r_2(t) - r_1(t)
\end{align*}
\]  

(16)

Here, we discuss the case when parametric cubic splines are used to interpolate pose data (Zha 2002). The pose trajectory curves, \( P_sP_e \) and \( Q_sQ_e \), are assumed to be \( k \)-order space polynomial curves which can be explicitly expressed as

\[
\begin{align*}
P : r_1(t) &= \sum_{i=0}^{k} \left( \sum_{j=0}^{i} \sum_{m=0}^{j} c_{1i}t^j \right) \\
Q : r_2(t) &= \sum_{j=0}^{k} \left( \sum_{j=0}^{i} \sum_{m=0}^{j} c_{2i}t^j \right) \\
\Phi : \Phi(t) &= \sum_{j=0}^{k} \left( \sum_{j=0}^{i} \sum_{m=0}^{j} c_{3i}t^j \right)
\end{align*}
\]

(17)

where, \((a_{1i}, b_{1i}, c_{1i})\) and \((a_{2i}, b_{2i}, c_{2i})\) \((i=0,1,2,...,k)\) are polynomial coefficients of 3D coordinates of \( r_1(t) \) and \( r_2(t) \) respectively. The pose trajectory curves can also be represented as matrix equation as follows (Zha 2002)

\[
\begin{bmatrix}
\mathbf{r}_1(t) \\
\mathbf{r}_2(t)
\end{bmatrix} = C_{P-Q}T
\]

(18)

where, \( C_{P-Q} \in \mathbb{R}^{6(k+1)} \) is the polynomial coefficients matrix to be determined, and \( T = (1, t, t_2, ..., t_k)^T \). Substituting Eq.(17) or Eq. (18) into Eqs (10-13), the area function and its change ratios can be determined. When the control points and constraints are determined, the polynomial coefficients, \((a_{1i}, b_{1i}, c_{1i})\) and \((a_{2i}, b_{2i}, c_{2i})\) \((i=0,1,2,...,k)\), i.e., the coefficient matrix \( C_{P-Q} \).
can be obtained through the corresponding fitting or interpolating algorithms, and then the pose trajectories can therefore be obtained.

4.2 Trajectory Optimization

The optimal trajectory planning of robot manipulator is to formulate a task-oriented optimization model that consists of three parts: trajectory design parameters, objective function, and constraints. Trajectory design parameters and constraints are discussed for trajectory generation above. The objective function is related to performance evaluation, i.e., “goodness” of a robot trajectory. The straightforward way to define the objective function is to select one of performance measures or some of them in a weighted sum manner such as manipulability, reachability, joint and/or velocity range or space availability, motion jerks, and even the area of pose ruled surface and its change ratios.

Based on the above discussions, the area of robot pose ruled surface and its change ratios can indicate the kinematics performance. During the course of trajectory planning or task planning, the manipulability control must be considered. Therefore, the objective function can be defined as the area of pose ruled surface with good performance

\[
F = \int_{P_s}^{P_e} \frac{1}{PL} dA
\]

where, \( P_s \) and \( P_e \) are the starting point and end point of position trajectory respectively; \( Q_s \) and \( Q_e \) are starting point and end point of orientation trajectory respectively; \( dA \) is a differential of area of ruled surface; \( PL \) is performance index, \( WI \), manipulability measure.

Based on Eq.(11), Eq. (19) can be rewritten as

\[
F = \int_{P_s}^{P_e} \frac{1}{PL} dA = \int_{P_s}^{P_e} \frac{1}{PL} \left( |\Phi(q(t))| + \lambda |\dot{\Phi}(q(t))| \right) dt
\]

After all the optimization variables or coefficients are determined, the optimal pose trajectories are obtained. The models discussed above are suitable for the generation of not only the position but also orientation trajectory of robot.

In some cases, a simplified model could be used. For example, for the position trajectory planning, \( \lambda = 0 \) and the area differential \( dA \) of robot ruled surface is changed into arc length differential \( dS \), and then the objective function becomes the shortest path, which can be specified and simplified as,

\[
F = \int_{P_s}^{P_e} \frac{1}{PL} dS = \int_{P_s}^{P_e} \frac{1}{PL} \left| \Phi(t) \right| dt
\]

The objective function can also be the sum weighted distance as described in Section 6. The optimal trajectories can be found with a commercial optimization software package such as MATLAB optimization toolbox (1998) in which the most two typical optimization methods, the grid method and the stochastic constraint method, were employed. Details about the simulation and optimization will be discussed in Sections 5 and 6.

5. Coordination Control for Robot Trajectories

In order to control robot conveniently, curve length variables \( l_1 \) and \( l_2 \) are often selected as the path parameters of \( P, P_e \) and \( Q_s, Q_e \). In general case, coordinates of corresponding points on the robot pose trajectories can be determined by interpolation algorithms, as follows:
\[
\begin{align*}
\mathbf{P} : & \quad r_1(l_1) = x_1(l_1) \hat{i} + y_1(l_1) \hat{j} + z_1(l_1) \hat{k} \\
\mathbf{Q} : & \quad r_2(l_2) = x_2(l_2) \hat{i} + y_2(l_2) \hat{j} + z_2(l_2) \hat{k} \\
\Phi : & \quad \Phi(l_1, l_2) = r_2(l_2) - r_1(l_1)
\end{align*}
\] (22)

where, \( l_1 = l_1(t) \), \( l_2 = l_2(t) \). This means that robot pose trajectories can be controlled by path variables, \( l_1 \) and \( l_2 \), which obey a specified motion laws. The conditions to be satisfied for the coordination control of pose trajectories can be derived as follows,

\[
\Delta l_1 = \sqrt{\Delta x_1^2 + \Delta y_1^2 + \Delta z_1^2}, \quad \Delta l_2 = \sqrt{\Delta x_2^2 + \Delta y_2^2 + \Delta z_2^2}
\] (23)

\[
l_1 = l_1(t) = \int \Delta l_1 \, dt, \quad l_2 = l_2(t) = \int \Delta l_2 \, dt, \quad p_z = 0, \quad q_x = 0, \quad q_e = \int \Delta l_2 \, dt
\] (24)

As discussed above, the trajectory coordination and the calculation of corresponding pose point coordinates are dependent on and controlled by the motion laws of path parameters, such as uniform motion, constant acceleration, uniform and constant deceleration motion, etc. Two typical motion laws of path parameters were discussed in Zha and Chen (2004). According to Eq.(22), the corresponding pose coordinates can be calculated for each pair of possible curves, such as line-line, line-arc, arc-line, arc-arc, high-order polynomials, etc. Consequently, the pose and its velocities and accelerations at any time can be determined or controlled. The problem determining the control laws of pose in Cartesian coordinate space is thus solved.

### 6. Planning and Control Simulation

To verify the proposed models above, simulation for coordinated planning and control should be carried out in an integrated environment. In this section, the simulation of the proposed approach is discussed.

#### 6.1 Simulation Process

Using an optimization method, the optimal trajectory planning can be fulfilled (Zha and Du 2001). After the pose trajectories or the pose ruled surface are determined, the system calculates the corresponding position and orientation point coordinates based on the specified motion laws of path parameters. Finally, the system carries out the motion animation and outputs the joint angles for robot controller, and the simulation process is thus finished. The flowchart of the planning and simulation process in an integrated environment can be described in Figure 3.

The simulation environment is developed using Robot Toolbox (Corke 1999), Spline Toolbox and Optimization Toolbox, which are all based on the MATLAB package (1999). The task evaluation consists of two parts: performance constraint detection and fitness value computation. If a pose trajectory or a pose ruled surface can satisfy all the kinematics, dynamics and control constraints such as reachability, joint range availability, and manipulability, joint torques, discussed in Section 3, its fitness can be calculated by Eq.(23); otherwise the fitness is assigned to an infinite large number indicating such a trajectory or a pose ruled surface is infeasible.
Fig. 3. Flowchart of robot trajectory planning and control simulation.

5.2 Two Simulation Examples

The first example is a 3-DOF planar robot manipulator (Zha 2002), as shown in Figure 4. The link length of this mechanism is represented by \( l_1 \), \( l_2 \), and \( l_3 \), where \( l_1 = l_2 = 0.400 \), and \( l_3 = 0.200 \), respectively. The robot end effector is supposed to move along a trajectory in task space from \( P_s = (-0.400, 0.200, 0) \) to \( P_e = (0.400, 0.200, 0) \) with a constant orientation and operation force defined as \( \Phi = (0, 0, -\frac{\pi}{2}) \) and \( F = (1, 1, 1)^T \), respectively. The motion time is required to be within \( T = 60 \) seconds, which is the same as the time taken by the robot end effector to move from the start point to the end point. From the configuration of robot and geometric relationships, the position trajectory in workspace can be given by

\[
\begin{align*}
q(t) &= (l_1 c_1 + l_2 c_{12} + l_3 c_{123}, l_1 s_1 + l_2 s_{12} + l_3 s_{123})^T \\
&= (l_1 c_1 + l_2 c_{12} + l_3 c_{123}, l_1 s_1 + l_2 s_{12} + l_3 s_{123})^T
\end{align*}
\]  

(25)

where, \( c_i = \cos \theta_i \), \( s_i = \sin \theta_i \), \( c_{12} = \cos (\theta_1 + \theta_2) \), \( s_{12} = \sin (\theta_1 + \theta_2) \), \( c_{123} = \cos (\theta_1 + \theta_2 + \theta_3) \), \( s_{123} = \sin (\theta_1 + \theta_2 + \theta_3) \), and \( \theta_1 + \theta_2 + \theta_3 = \frac{3 \pi}{2} \). By derivative of Eq (25), the following is obtained

\[
\dot{q}(t) = \dot{\theta}_1 l_1 s_1 + \dot{\theta}_2 l_2 s_{12} - l_3 ( \dot{\theta}_1 + \dot{\theta}_2 ) c_{123} = J \dot{\theta}
\]

(26)

where, \( \dot{\theta} = (\dot{\theta}_1, \dot{\theta}_2, \dot{\theta}_3)^T \), and \( J \) is a Jacobian matrix as

\[
J = \begin{bmatrix}
-l_1 s_1 - l_2 s_{12} & -l_2 s_{12} & 0 \\
l_1 c_1 + l_2 c_{12} & l_2 c_{12} & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

(27)
According to Eq (27), the manipulability measure of robot can be written as

$$W = \sqrt{\det(J^TJ)} = \det[J_1J_2]$$  \hspace{1cm} (28)

The pose trajectories $P_s, P_e$ and $Q_s, Q_e$ for the manipulator are supposed to be 6-order space polynomial curves respectively, i.e., as follows

$$r_1(t) = \left( \sum_{i=0}^6 a_i t^i, \sum_{i=0}^6 b_i t^i, 0 \right)^T$$  \hspace{1cm} (29)

$$r_2(t) = \left( \sum_{i=0}^6 a_i t^i, \sum_{i=0}^6 b_i t^i, -\pi/2 \right)^T$$  \hspace{1cm} (30)

where, $t \in [0,1]$ are corresponding to $P_s$ and $Q_s$; $P_e$ and $Q_e$ respectively. Thus, the optimization objective function or fitness function can be chosen as

$$F = \frac{\pi}{2l_1l_2} \left( \sum_{i=0}^6 (i a_i t^{i-1})^2 + \sum_{i=0}^6 (i b_i t^{i-1})^2 \right) dt$$  \hspace{1cm} (31)

Based on the fact that $t=0$ and $t=1$ is corresponding to $P_s, Q_s$ and $P_e$ and $Q_e$ respectively, the optimization constraints are expressed as

$$a_i = -0.400, \quad b_i = 0.200, \quad \sum_{i=0}^6 a_i = -0.400, \quad \sum_{i=0}^6 b_i = 0.200$$

Using the traditional optimization method, stochastic constraints in MATLAB optimization toolbox or the genetic algorithm, the coefficients $(a_i, b_i)$ $(i=0,1,2,...,6)$ for the optimal trajectory $P_sP_e$ with the shortest path and maximum flexibility can be obtained (Table 1).

<table>
<thead>
<tr>
<th>i</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>a_i</td>
<td>-0.4000</td>
<td>0.7903</td>
<td>-0.0022</td>
<td>0.1673</td>
<td>-0.2364</td>
<td>0.07275</td>
<td>-0.0083</td>
</tr>
<tr>
<td>b_i</td>
<td>0.2000</td>
<td>0.2770</td>
<td>-0.2544</td>
<td>0.0483</td>
<td>-0.2511</td>
<td>0.1826</td>
<td>-0.0023</td>
</tr>
</tbody>
</table>

Table 1. Optimal coefficients of trajectory equations for 3-DOF robot manipulators.
The second example is for PUMA 560 robot used for arc welding (Zha 2002). Assume that the end effector of robot PUMA 560 is required to move along a trajectory passing through the configuration points in task space. These key pose points are supposed to be fitted by 6-order space polynomial curves. Using the proposed model and approach, the optimal polynomial coefficients for the trajectory equations satisfying the kinematics and dynamics constraints, with the minimum path or pose ruled surface area and maximum flexibility, can be obtained. Table 2 lists the optimized coefficients for the trajectories. Figures 5-7 demonstrate the simulation and animation results for PUMA 560 robot moving along the optimized trajectories.

Table 2. Optimal coefficients of trajectory equations for PUMA 560 robot.

<table>
<thead>
<tr>
<th>i</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>*a_i1</td>
<td>0.8000</td>
<td>0.0000</td>
<td>-3.7909</td>
<td>48.2443</td>
<td>-167.4964</td>
<td>198.5294</td>
<td>-79.3606</td>
</tr>
<tr>
<td>*b_i1</td>
<td>0.4000</td>
<td>0.0000</td>
<td>16.8877</td>
<td>-54.3584</td>
<td>39.1373</td>
<td>17.4540</td>
<td>-19.8360</td>
</tr>
<tr>
<td>*c_i1</td>
<td>0.2000</td>
<td>0.0000</td>
<td>-15.4005</td>
<td>66.5505</td>
<td>-103.0331</td>
<td>63.3715</td>
<td>-14.2356</td>
</tr>
<tr>
<td>*a_i2</td>
<td>0.6000</td>
<td>0.0000</td>
<td>17.5912</td>
<td>-58.9944</td>
<td>28.1370</td>
<td>43.7332</td>
<td>-32.8612</td>
</tr>
<tr>
<td>*b_i2</td>
<td>0.4000</td>
<td>0.0000</td>
<td>15.0318</td>
<td>-28.7452</td>
<td>-49.2458</td>
<td>121.6272</td>
<td>-60.6053</td>
</tr>
<tr>
<td>*c_i2</td>
<td>0.4000</td>
<td>0.0000</td>
<td>-25.8490</td>
<td>101.9592</td>
<td>-126.8347</td>
<td>48.5275</td>
<td>0.8091</td>
</tr>
</tbody>
</table>

Fig. 5. The optimized performance indexes and objective functions for PUMA 560 robot.
7. Industrial Application for Robotic Polishing

7.1. Profile Reconstruction for Distorted Surface

One challenging task for robotic applications lies in precise materials surface processing. A robot is required to mimic an operator to manipulate a processing tool to remove materials from free-form surface. Fig. 7 shows the schematics of a high pressure turbine (HPT) vane. The vane consists of an airfoil having concave and convex surfaces, an inner buttress and an outer buttress. After operating in a high-temperature and high-pressure environment, vanes incur severe distortions as large as 2 mm in reference to the buttress. On the airfoil surface there are hundreds of cooling holes. After a number of operational cycles, defects such as fully or partially blocked cooling holes, micro cracks and corrosions begin to occur. Because of the high cost of the components, it is common practice to repair these parts instead of scrapping them. The repairing process starts with cleaning and covering the defective areas with the braze material. The purpose of brazing is to fill up the defects, but unavoidably, the brazed areas will be higher than the original surface.
The turbine airfoils to be repaired have severe distortions and twists after operations in the high-temperature and high-pressure environment. A teach-and-play robot cannot cope with the distorted profile. Neither can a commercial off-line programming system, which generates robot path according to the design data. It is absolutely critical and necessary to have profile sampling and distortion compensation system in this specific application to deal with part-to-part variations. Before any distortion compensation, the actual profile has to be sampled. A Linear Variable Differential Transducer (LVDT) has been integrated into the robotic system to carry out profile measurement. After gripping the part, the robot approaches the measurement probe, as shown in Fig. 10.

The sensor has good resolution and accuracy and reliability. As compared with off-line measurement, in-situ measurement enables the robot to act as a measurement instrument. Consequently, common fixturing and datum can be used for both measurement and polishing. This is advantageous in minimising fixture errors.
Selected points on the vane airfoil, many of which are covered by the brazing material, are sampled by the sensor. Approximation is made to offset the measured points to the prior-to-braze airfoil surface. The sensory readings only give the displacements in Z axis. In order to obtain the true coordinates of the measured points, corresponding robot coordinates have to be used for computation in conjunction with displacement readings. The Optimal Profile Fitting (OPF) algorithm (Chen, X.Q. et al, 2002) fits a template to the actual measurement points with minimum sum of errors. The sectional template profiles are established based on design data using Cubic Spline Interpolation. It ensures that not only the interpolation is continuously differentiable \((C^0, C^1)\) on the interval, but also has a continuous second derivative \((C^2)\) on the interval.

The measurement data are first transformed from global coordinate system to local (tool) coordinate system. The OPF is carried out in the tool coordinate system on each 2D cross sectional profile. Three 2D sectional profiles are taken as templates to do the fitting. The template for each section is the design profile at the respective section, which is obtained through cubic spline interpolations. We assume that a template is a rigid 2D profile. Therefore there are three degrees of freedom in the optimal fitting, namely X axis shift, Y axis shift, and rotation around a certain point. Fig illustrates the concept of OPF.

Each cross section is computed individually. The complete 3D airfoil profile is obtained through interpolating the cross sections. The goal of the optimal fitting is to find the optimal X-Y shift and
rotate values for the template, so that after the transformation, the sum distance from the template to the measures points at the given height is minimum. In other words, the optimal fitting problem is a multi-dimensional minimization problem and the sum distance is used as the performance index function in the minimization process. We have developed and implemented the Search-Extend-Focus (SEF) minimization algorithm (Chen, X.Q. et al, 2002). SEF finds the optimal point at which the index function is minimum.

By varying the definition of the performance index function (i.e. the sum distance), different optimal fitting results can be obtained. Here, the following definition of the sum distance is used:

\[ d_{\text{sum}} = w_h h^2 + \sum w_i d_i^2 \]  

(32)

where \( d_{\text{sum}} \) is the sum distance defined, \( d_i \) is the distance from \( i^{\text{th}} \) measure point to the profile, \( h \) is distance from the given height to the profile, \( w_i \) and \( w_h \) are the respective weights in the sum distance. When different weights \( w_i \) and \( w_h \) for different measure points are chosen, different priorities are given to different measure points. By choosing high weights for groups of measure points in turn, multiple optimal fitting can be carried out for one sectional optimal fitting. The weights in the optimal profile fitting are given in Table 3.

<table>
<thead>
<tr>
<th>Measure Points</th>
<th>Weight for Convex Side Measure Points</th>
<th>Weight for Concave Side Measure Points</th>
<th>Weight for Height</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 2 3 4 5 6 7 8 9 10</td>
<td>10.0 2.0 2.0 2.0 2.0 1.0 1.0 1.0 1.0 1.0</td>
<td>1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0</td>
<td>10.0 10.0</td>
</tr>
</tbody>
</table>

Table 3. Weights for Measure Points and Height in Optimal Fitting.

Note: Measure Point 1 and 10 are on the trailing edge of the profile without brazing material on the surface, and the other measure points are all on the profile with brazing material on the surface.

Combining the multiple optimal fitting results, the following fitting objectives are achieved:
1. All portions of the profile are optimally fitted to the measure points.
2. Whole profile is smooth.
3. No distortion of the profile shape at each portion. Minimum distortion exits only at adjacent areas of two portions of the profile for smooth transition.

7.2. Robot Polishing Path Planning for 3D Robotic Surface Finishing

Having an accurate description of the airfoil profile is not the ultimate aim. The computed profile based on the sensory data must be used to automatically generate the robotic polishing path. This process has to be repeated for every part. The robot polishing path is a point-to-point motion in the Cartesian coordinate system. With the Euler angle computation and the coordinate transformation, the robot end-effector location (position and orientation) in Cartesian coordinates are generated from the contact points in the tool coordinate system. Along a curve between any two points, the robot automatically moves using the cubic spline line motion. Thus, we only concern with the formalism of deriving the robot coordinates \((X, Y, Z, A, B, C)\) of the path points which the robot must travel along in the Cartesian coordinate system. The coordinates of every path point are calculated based on the robot kinematics model. In addition, certain system setup
parameters, such as polishing wheel size and global locations of all tool heads, have been built into the model. With this feature, intuitive re-calibration of tooling can be done rapidly and accurately. Fig. 12 shows one path point computed by ARP.

![Fig. 12. Computer simulation of path generated by ARP.](image)

The space curve that the robot end-effector moves along from the initial location (position and orientation) to the final location is called the path (Fu, K. S.; Gonzalez, R. C. & Lee, C. S. G, 1987). It deals with the formalism of describing the desired robot end-effector motion as sequences of points in space (position and orientation of the robot end-effector) through which the robot end-effector must pass, as well as the space curve that it traverses.

Path planning scheme generates the desired path by a series of points (the endpoints and intermediate points) in Cartesian coordinates. They are specified in Cartesian coordinates not in joint coordinates because it is easier to visualize the correct configurations in Cartesian coordinates than in joint coordinates. In this work, the robot polishing path is a point-to-point motion in Cartesian coordinate system. With the Euler angle computation and the coordinate transformation, the robot end-effector location (position and orientation) in Cartesian coordinates can be generated from the local coordinates of the polishing path points on the surface of work piece in robot end-effector’s coordinate system for polishing process. Each path knot point of the robot end-effector is described by six robot coordinates ($X, Y, Z, A, B, C$), where coordinates ($X, Y, Z$) specify the robot end-effector position and coordinates ($A, B, C$) specify the robot end-effector orientation.

For the space curve between any two points, the robot automatically moves using the cubic spline line motion. Thus, we only concern with the formalism of deriving the robot coordinates ($X, Y, Z, A, B, C$) of the points which the robot must traverse in Cartesian coordinate system.

There are many different types of Euler angle representations. The scheme we adopted is illustrated in Fig. 1. The resultant Euler rotation matrix is given by:

$$
R_{A,B,C} = R_{Z,A}R_{Y,B}R_{X,C}
= \begin{bmatrix}
\cos A \cos B \cos C - \sin A \sin C & -\cos A \cos B \sin C - \sin A \cos C & \cos A \sin B \\
\sin A \cos B \cos C + \cos A \sin C & -\sin A \cos B \sin C + \cos A \cos C & \sin A \sin B \\
-\sin B \cos C & \sin B \sin C & \cos B
\end{bmatrix}
$$

(33)

With the above defined Euler angle rotation matrix, the orientation of the robot end-effector can be derived with respect to the reference global coordinate system. Then plus the translation of the robot end-effector, the exact location of the robot end-effector (path point) after moving robot coordinates ($X, Y, Z, A, B, C$) in global coordinate system is developed.
A robot path is a sequence of points to polish the surface of the work. Each point can be described in terms of robot coordinates \((X, Y, Z, A, B, C)\) which can be recognized by the robot controller. An illustration about robot path generation is given in Fig. 1. There are four 3D coordinate systems:

1. Coordinate system A: This is the global coordinate system.
2. Coordinate system B: Robot end-effector coordinate system.
3. Coordinate system C: Tool coordinates system.
4. Coordinate system D: Part coordinate system constructed for each polishing position as shown in Fig. 15.
After the part’s 3D profile is obtained by using the Optimal Template Fitting Method, the part coordinates system is constructed on the 3D profile for each polishing point. The part and tool coordinate systems are constructed such that, for each polishing point, the part is at desired polishing position when the two coordinate systems are overlapped. Based on this, we can derive the position of robot end-effector’s coordinate system B by Coordinate System Transformation, and further more, the robot coordinates \((X, Y, Z, A, B, C)\).

The robot path generation is the inversion process of coordinates transformation by translation and Euler angles rotation. The following is the procedure to compute the robot coordinates of a polishing point:

**Step 1.** Compute the polishing points in robot end-effector coordinate system.

**Step 2.** Construct a part coordinate system for a polishing point.

**Step 3.** Assume that the part coordinate system is overlapped with tool coordinate system, compute the robot end-effector coordinate system by using the coordinates system transformation.

**Step 4.** From the position of robot coordinate system in the global coordinate system, derived the robot coordinates \((X, Y, Z, A, B, C)\).

**Step 5.** Repeat Step 2 to Step 4 to obtain a series the robot coordinates \((X, Y, Z, A, B, C)\).

Through above steps, a series of robot coordinates \((X, Y, Z, A, B, C)\) are developed for each desired polishing positions, which forms the robot polishing path.

### 7.3. Integrated Mechatronic Control of Robotic Surface Finishing

In robotic applications based on position control, path information is sufficient. In the sophisticated constrained application like surface finishing, contact force, compliance and tool wearing become indispensable. Process model including polishing tool geometry, contact stiffness, pre-load, Z displacement, robot travel speed and direction, etc. have been obtained from extensive laboratory prototyping on process optimization. These optimum process parameters are encapsulated in the process knowledge base. Operational parameters such as Z-axis offset, robot travel speed are associated with each path point to generate desired airfoil profile. Tool wear compensation is automatically done by associating process properties to the polishing path. Process development and optimization (Huang, H. et al, 2002) is critical to achieving an integrated mechatronic solution to the 3D polishing application.

Fig. 16 shows the architecture of the Knowledge-Based Adaptive Robotic System for 3D profile polishing. It comprises three inter-related hierarchical layers, namely, Device and Process, Knowledge-Based Process Control (KBPC), and Data-Driven Supervisory Control (DDSC). The Supervisory Controller is driven by product and process data including scheduling, system configuration, product design data, cross sectional data (template), and tool coordinates.

The Device/Process Control sub-system controls actuators and sensors to fulfil the required processes, and coordinates the process flow. In addition, it also acquires measurement data and exchanges data and information with the Supervisory Controller. Process Control relies on the following process knowledge bases:

- **Historical Process Database.** It holds records of individual parts, such as measurement data, processing time, measurement data of finished profile (optional), breakdowns, uptime, and downtime.
- **Tool Compensation Knowledge Base.** It stores tool compensation parameters such as the abrasive belt speed and the workpiece feed rate.
Path Optimisation Knowledge Base. It contains optimum process parameters such as Z-axis offset, approaching angle, robot travel speed.

![Diagram of Control System Architecture for robotic surface finishing.](image)

**Fig. 16.** Control System Architecture for robotic surface finishing.

![Image of robot holding workpiece in contact with polishing belt.](image)

**Fig. 17.** Robot holding workpiece in contact with the polishing belt.

Figure 17 shows Robot holding workpiece in compliant contact with the polishing belt. It carries out polishing with the planned tool path and optimum process parameters. Optimum parameters can be inferred based on the part conditions: curvature, braze thickness, leading edge height, and trailing edge distortions. As a result, a smooth finish profile, free of transition lines, overlapping marks and burning marks, can be obtained.

The Supervisory Controller contains the following control functions:

- **Internal / External Communication.** Internal communication involves information and data exchange between control modules in DDSC. External communication allows data exchange with KBPC.
• **Intuitive Tool Calibration (ITC).** During machine re-calibration, set-up or re-installation, position data of tool stations, measurement stations, and index table can be manually clocked. These data are keyed into the database. The mathematical model of workspace and robot kinematics is automatically generated.

• **Optimal Profile Fitting (OPF).** It generates the actual profile based on the in-situ measurement data. The robust fitting algorithm uses the sectional data as templates, and maps them with the measurement points. 3D free form surface is generated through interpolation of cross sectional profiles.

• **Adaptive Path/Strategy Planner (ARP).** It automatically generates the optimum tool path based on individual part conditions, and furthermore synthesises the robot programs from the resultant path points.

• **Human-Machine Interface (HMI).** It allows the user to change system parameters, configure system, select product configurations, enter data, and make queries.

Through adaptive robot polishing path planning and knowledge based process control, very smooth airfoil finishing profiles were achieved by. Vanes before and after polishing are shown in Fig. 18. Further visual inspection shows no visible transition lines from the non-brazed area to the brazed one, no visible polishing marks in the cutting path overlap areas, and no burning marks. The curvature transition from the concave to convex airfoil is very smooth and more consistent than one generated by manual polishing.

![Fig. 18. Vanes before (a) and after (b) robotic grinding and polishing.](image)

**8. Summary and Conclusions**

This chapter presented a unified approach to robot trajectories coordination planning and control in Cartesian space. The unified treatment of the robot end-effector’s position and orientation is based on the pose ruled surface concept and used in trajectory interpolations. The generation and control of pose trajectories for robot end effector could be carried out by generating the 3D robot pose ruled surface or path and determining the minimum or maximum value of its area function with kinematics and dynamics constraints. The models and algorithms as demonstrated in this chapter are generally reliable and effective if control parameters are appropriately selected. Comparing with existing methods, the proposed planning and control models and algorithms are more generic, and can be used as an alternative to reduce the computing cost and storage in robot
planning and control. During the planning and control of pose trajectories, the position, velocity and acceleration, and even the jerk and the torque limits of the robot joints are taken into consideration as constraints with smooth functions of time. It can be ensured that the robot moves along the planned trajectories with good kinematics and dynamics performances. Thus, the obtained trajectories are efficient both to compute and to execute, and the planned motions are uniform and can rule out bang-bang trajectories. The simulation and experimental study in arc welding and surface finishing process show that the planned trajectories are optimal with respect to the performance indexes, and can be realized through animation without violating any constraints of the robot actuators. Potentially, the proposed model and approach are also useful for computer graphics, CAD-based off-line programming, CAD/CAM (e.g., CNC, wire-EDM) in virtual/real design environments.
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