Chapter from the book *Evapotranspiration - Remote Sensing and Modeling*

Downloaded from: http://www.intechopen.com/books/evapotranspiration-remote-sensing-and-modeling

Interested in publishing with InTechOpen?
Contact us at book.department@intechopen.com
Fuzzy-Probabilistic Calculations of Evapotranspiration

Boris Faybishenko
Lawrence Berkeley National Laboratory
Berkeley, CA
USA

1. Introduction

Evaluation of evapotranspiration uncertainty is needed for proper decision-making in the fields of water resources and climatic predictions (Buttafuoco et al., 2010; Or and Hanks, 1992; Zhu et al., 2007). However, in spite of the recent progress in soil-water and climatic uncertainty quantification, using stochastic simulations, the estimates of potential (reference) evapotranspiration ($E_o$) and actual evapotranspiration ($ET$) using different methods/models, with input parameters presented as PDFs or fuzzy numbers, is a somewhat overlooked aspect of water-balance uncertainty evaluation (Kingston et al., 2009).

One of the reasons for using a combination of different methods/models and presenting the final results as fuzzy numbers is that the selection of the model is often based on vague, inconsistent, incomplete, or subjective information. Such information would be insufficient for constructing a single reliable model with probability distributions, which, in turn, would limit the application of conventional stochastic methods.

Several alternative approaches for modeling complex systems with uncertain models and parameters have been developed over the past ~50 years, based on fuzzy set theory and possibility theory (Zadeh, 1978; 1986; Dubois & Prade, 1994; Yager & Kelman, 1996). Some of these approaches include the blending of fuzzy-interval analysis with probabilistic methods (Ferson & Ginzburg, 1995; Ferson, 2002; Ferson et al., 2003). This type of analysis has recently been applied to hydrological research, risk assessment, and sustainable water-resource management under uncertainty (Chang, 2005), as well as to calculations of $E_o$, $ET$, and infiltration (Faybishenko, 2010).

The objectives of this chapter are to illustrate the application of a combination of probability and possibility conceptual-mathematical approaches—using fuzzy-probabilistic models—for predictions of potential evapotranspiration ($E_o$) and actual evapotranspiration ($ET$) and their uncertainties, and to compare the results of calculations with field evapotranspiration measurements.

As a case study, statistics based on monthly and annual climatic data from the Hanford site, Washington, USA, are used as input parameters into calculations of potential evapotranspiration, using the Bair-Robertson, Blaney-Criddle, Caprio, Hargreaves, Hamon, Jensen-Haise, Linacre, Makkink, Penman, Penman-Monteith, Priestly-Taylor, Thornthwaite, and Turc equations. These results are then used for calculations of evapotranspiration based on the modified Budyko (1974) model. Probabilistic calculations are performed using Monte Carlo simulation.
Carlo and p-box approaches, and fuzzy-probabilistic and fuzzy simulations are conducted using the RAMAS Risk Calc code. Note that this work is a further extension of this author’s recently published work (Faybishenko, 2007, 2010).

The structure of this chapter is as follows: Section 2 includes a review of semi-empirical equations describing potential evapotranspiration, and a modified Budyko’s model for evaluating evapotranspiration. Section 3 includes a discussion of two types of uncertainties—epistemic and aleatory uncertainties—involved in assessing evapotranspiration, and a general approach to fuzzy-probabilistic simulations by means of combining possibility and probability approaches. Section 4 presents a summary of input parameters and the results of $E_o$ and $ET$ calculations for the Hanford site, and Section 5 provides conclusions.

2. Calculating potential evapotranspiration and evapotranspiration

2.1 Equations for calculations of potential evapotranspiration

The potential (reference) evapotranspiration $E_o$ is defined as evapotranspiration from a hypothetical 12 cm grass reference crop under well-watered conditions, with a fixed surface resistance of 70 s m$^{-1}$ and an albedo of 0.23 (Allen et al., 1998). Note that this subsection includes a general description of equations used for calculations of potential evapotranspiration; it does not provide an analysis of the various advantages and disadvantages in applying these equations, which are given in other publications (for example, Allen et al., 1998; Allen & Pruitt, 1986; Batchelor, 1984; Maulé et al., 2006; Sumner & Jacobs, 2005; Walter et al., 2002).

The two forms of Baier-Robertson equations (Baier, 1971; Baier & Robertson, 1965) are given by:

$$E_o = 0.157T_{max} + 0.158(T_{max} - T_{min}) + 0.109R_a - 5.39$$  \hspace{0.5cm} (1)

$$E_o = -0.0039T_{max} + 0.1844(T_{max} - T_{min}) + 0.1136R_a + 2.811(e_s - e_a) - 4.0$$  \hspace{0.5cm} (2)

where $E_o =$ daily evapotranspiration (mm day$^{-1}$); $T_{max} =$ the maximum daily air temperature, °C; $T_{min} =$ minimum temperature, °C; $R_a =$ extraterrestrial radiation (MJ m$^{-2}$ day$^{-1}$) (ASCE 2005), $e_s =$ saturation vapor pressure (kPa), and $e_a =$ mean actual vapor pressure (kPa). Equation (1) takes into account the effect of temperature, and Equation (2) takes into account the effects of temperature and relative humidity.

The Blaney-Criddle equation (Allen & Pruitt, 1986) is used to calculate evapotranspiration for a reference crop, which is assumed to be actively growing green grass of 8–15 cm height:

$$E_o = p (0.46 \times T_{mean} + 8)$$  \hspace{0.5cm} (3)

where $E_o$ is the reference (monthly averaged) evapotranspiration (mm day$^{-1}$), $T_{mean} =$ the mean daily temperature (°C) given as $T_{mean} = (T_{max} + T_{min})/2$, and $p =$ the mean daily percentage of annual daytime hours.

The Caprio (1974) equation for calculating the potential evapotranspiration is given by

$$E_o = 6.1 \cdot 10^{-6} R_s [1.8 \times T_{mean} + 1.0]$$  \hspace{0.5cm} (4)

where $E_o =$ mean daily potential evapotranspiration (mm day$^{-1}$); $R_s =$ daily global (total) solar radiation (kJ m$^{-2}$ day$^{-1}$); and $T_{mean} =$ mean daily air temperature (°C).
The Hansen (1984) equation is given by:

\[ E_o = 0.7 \frac{\Delta}{\Delta + \gamma} \cdot R_i / \lambda \]  \hspace{1cm} (5)

where \( \Delta \) = slope of the saturation vapor pressure vs. temperature curve, \( \gamma \) = psychrometric constant, \( R_i \) = global radiation, and \( \lambda \) = latent heat of water vaporization.

The Hargreaves equation (Hargreaves & Samani, 1985) is given by

\[ E_o = 0.0023(T_{\text{mean}} + 17.8)(T_{\text{max}} - T_{\text{min}})^{0.5} R_a \]  \hspace{1cm} (6)

where both \( E_o \) and \( R_a \) (extraterrestrial radiation) are in millimeters per day\(^{-1}\) (mm day\(^{-1}\)).

The Jensen and Haise (1963) equation is given by

\[ E_o = \frac{R_s}{2450} \left[ \frac{0.025 T_m}{0.08} \right] \]  \hspace{1cm} (7)

where \( E_o \) = monthly mean of daily potent ial evapotranspiration (mm day\(^{-1}\)); \( R_s \) = monthly mean of daily global (total) solar radiation (kJ m\(^{-2}\) day\(^{-1}\)); and \( T_m \) = monthly mean temperature.

The Linacre (1977) equation is given by:

\[ E_o = \frac{500 T_m}{100 - L} + 15(T - T_d) }{80 - T} \]  \hspace{1cm} (8)

where \( E_o \) is in mm day\(^{-1}\), \( T_m \) = temperature adjusted for elevation, \( T_m = T + 0.006h \) (°C), \( h \) = elevation (m), \( T_d \) = dew point temperature (°C), and \( L \) = latitude (°).

The Makkink (1957) model is given by

\[ E_o = 0.61 \frac{\Delta}{\Delta + \gamma} \frac{R_s}{2.45} - 0.12 \]  \hspace{1cm} (9)

where \( R_s \) = solar radiation (MJ m\(^{-2}\) day\(^{-1}\)), and \( \Delta \) and \( \gamma \) are the parameters defined above.

The Penman (1963) equation is given by

\[ E_o = m R_n - \gamma 6.43 (1+0.536 u_2) \delta \varepsilon / \lambda \cdot (m + \gamma) \]  \hspace{1cm} (10)

where \( \Delta \) = slope of the saturation vapor pressure curve (kPa °C\(^{-1}\)), \( R_n \) = net irradiance (MJ m\(^{-2}\) day\(^{-1}\)), \( \rho_a \) = density of air (kg m\(^{-3}\)), \( c_p \) = heat capacity of air (J kg\(^{-1}\) °C\(^{-1}\)), \( \delta \varepsilon \) = vapor pressure deficit (Pa), \( \lambda \) = latent heat of vaporization (J kg\(^{-1}\)), \( \gamma \) = psychrometric constant (Pa °C\(^{-1}\)), and \( E_o \) is in units of kg/(m\(^2\)s).

The general form of the Penman-Monteith equation (Allen et al., 1998) is given by

\[ E_o = \frac{0.408 \Delta (R_n - G) + \frac{C_n \gamma}{(T+273)} u_2 (e_s - e_a)}{[\Delta + \gamma (1+C_d u_2)]} \]  \hspace{1cm} (11)

where \( E_o \) is the standardized reference crop evapotranspiration (in mm day\(^{-1}\)) for a short (0.12 m, with values \( C_n=900 \) and \( C_d=0.34 \)) reference crop or a tall (0.5 m, with values \( C_n=1600 \) and \( C_d=0.38 \)) reference crop, \( R_n \) = net radiation at the crop surface (MJ m\(^{-2}\) day\(^{-1}\)), \( G \) = soil heat flux density (MJ m\(^{-2}\) day\(^{-1}\)), \( T \) = air temperature at 2 m height (°C), \( u_2 \) = wind speed at 2 m height (m s\(^{-1}\)), \( e_s \) = saturation vapor pressure (kPa), \( e_a \) = actual vapor pressure (kPa), \( (e_s - e_a) \) = saturation vapor pressure deficit (kPa), \( \Delta \) = slope of the vapor pressure curve (kPa °C\(^{-1}\)), and \( \gamma \) = psychrometric constant (kPa °C\(^{-1}\)).

The Priestley–Taylor (1972) equation is given by

\[ E_o = \alpha 1/\lambda \Delta (R_n - G) / (\Delta + \gamma) \]  \hspace{1cm} (12)
where \( \lambda \) = latent heat of vaporization (MJ kg\(^{-1}\)), \( R_n \) = net radiation (MJ m\(^{-2}\) day\(^{-1}\)), \( G \) = soil heat flux (MJ m\(^{-2}\) day\(^{-1}\)), \( \Delta \) = slope of the saturation vapor pressure-temperature relationship (kPa °C\(^{-1}\)), \( \gamma \) = psychrometric constant (kPa °C\(^{-1}\)), and \( \alpha = 1.26 \). Eichinger et al. (1996) showed that \( \alpha = 1.26 \) is practically constant for all typically observed atmospheric conditions and relatively insensitive to small changes in atmospheric parameters. (On the other hand, Sumner and Jacobs [2005] showed that \( \alpha \) is a function of the green-leaf area index [LAI] and solar radiation.)

The Thornthwaite (1948) equation is given by

\[
E_o = 1.6 \left( \frac{L}{12} \right) \left( \frac{N}{30} \right) \left( 10 \frac{T_{\text{mean} (i)}}{I} \right)^{\alpha} \tag{13}
\]

where \( E_o \) is the estimated potential evapotranspiration (cm/month), \( T_{\text{mean} (i)} \) = average monthly (i) temperature (°C); if \( T_{\text{mean} (i)} < 0 \), \( E_o = 0 \) of the month (i) being calculated, \( N \) = number of days in the month, \( L \) = average day length (hours) of the month being calculated, and \( I \) = heat index given by

\[
I = \sum_{i=1}^{12} \left( \frac{T_{\text{mean}(i)}}{5} \right)^{1.514}
\]

and \( \alpha = (6.75 \cdot 10^{-7}) I^3 - (7.71 \cdot 10^{-5}) I^2 + (1.792 \cdot 10^{-2}) I + 0.49239 \)

The Turc (1963) equation is given by

\[
E_o = (0.0239 \cdot R_s + 50) \left[ 0.4/30 \cdot \frac{T_{\text{mean} (i)}}{T_{\text{mean} (i)} + 15.0} \right] \tag{14}
\]

where \( E_o \) = mean daily potential evapotranspiration (mm/day); \( R_s \) = daily global (total) solar radiation (kJ/m\(^2\)/day); \( T_{\text{mean}} \) = mean daily air temperature (°C).

### 2.2 Modified Budyko’s equation for evaluating evapotranspiration

For regional-scale, long-term water-balance calculations within arid and semi-arid areas, we can reasonably assume that (1) soil water storage does not change, (2) lateral water motion within the shallow subsurface is negligible, (3) the surface-water runoff and runon for regional-scale calculations simply cancel each other out, and (4) \( ET \) is determined as a function of the aridity index, \( \phi \): \( ET = f(\phi) \), where \( \phi = E_o / P \), which is the ratio of potential evapotranspiration, \( E_o \), to precipitation, \( P \) (Arora 2002).

Budyko’s (1974) empirical formula for the relationship between the ratio of \( ET/P \) and the aridity index was developed using the data from a number of catchments around the world, and is given by:

\[
ET/P = [\phi \tanh (1/\phi) ] [1 - \exp (-\phi)]^{0.5} \tag{15}
\]

Equation (1) can also be given as a simple exponential expression (Faybishenko, 2010):

\[
ET/P = a[1-\exp(-b\phi)] \tag{16}
\]

with coefficients \( a = 0.9946 \) and \( b = 1.1493 \). The correlation coefficient between the calculations using (15) and (16) is \( R = 0.999 \). Application of the modified Budyko’s equation, given by an exponential function (2) with the \( \phi \) value in single term, will simplify further calculations of \( ET \).
3. Types of uncertainties in calculating evapotranspiration and simulation approaches

3.1 Epistemic and aleatory uncertainties

The uncertainties involved in predictions of evapotranspiration, as a component of soil-water balance, can generally be categorized into two groups—aleatory and epistemic uncertainties. Aleatory uncertainty arises because of the natural, inherent variability of soil and meteorological parameters, caused by the subsurface heterogeneity and variability of meteorological parameters. If sufficient information is available, probability density functions (PDFs) of input parameters can be used for stochastic simulations to assess aleatory evapotranspiration uncertainty. In the event of a lack of reliable experimental data, fuzzy numbers can be used for fuzzy or fuzzy-probabilistic calculations of the aleatory evapotranspiration uncertainty (Faybishenko 2010).

Epistemic uncertainty arises because of a lack of knowledge or poor understanding, ambiguous, conflicting, or insufficient experimental data needed to characterize coupled-physics phenomena and processes, as well as to select or derive appropriate conceptual-mathematical models and their parameters. This type of uncertainty is also referred to as subjective or reducible uncertainty, because it can be reduced as new information becomes available, and by using various models for uncertainty evaluation. Generally, variability, imprecise measurements, and errors are distinct features of uncertainty; however, they are very difficult, if not impossible, to distinguish (Ferson & Ginzburg, 1995).

In this chapter the author will consider the effect of aleatory uncertainty on evapotranspiration calculations by assigning the probability distributions of input meteorological parameters, and the effect of epistemic uncertainty is considered by using different evapotranspiration models.

3.2 Simulation approaches

3.2.1 Probability approach

A common approach for assessing uncertainty is based on Monte Carlo simulations, using PDFs describing model parameters. Another probability-based approach to the specification of uncertain parameters is based on the application of probability boxes (Ferson, 2002; Ferson et al., 2003). The probability box (p-box) approach is used to impose bounds on a cumulative distribution function (CDF), expressing different sources of uncertainty. This method provides an envelope of distribution functions that bounds all possible dependencies. An uncertain variable \( x \) expressed with a probability distribution, as shown in Figure 1a, can be represented as a variable that is bounded by a p-box \([\bar{F}, \bar{F}]\), with the right curve \( \bar{F}(x) \) bounding the higher values of \( x \) and the lower probability of \( x \), and the left curve \( \underline{F}(x) \) bounding the lower values and the higher probability of \( x \). With better or sufficiently abundant empirical information, the p-box bounds are usually narrower, and the results of predictions come close to a PDF from traditional probability theory.

3.2.2 Possibility approach

In the event of imprecise, vague, inconsistent, incomplete, or subjective information about models and input parameters, the uncertainty is captured using fuzzy modeling theory, or possibility theory, introduced by Zadeh (1978). For the past 50 years or so, possibility theory has successfully been applied to describe such systems as complex, large-scale engineering systems, social and economic systems, management systems, medical diagnostic processes, human perception, and others. The term fuzziness is, in general, used in possibility theory to
describe objects or processes that cannot be given precise definition or precisely measured. *Fuzziness* identifies a class (set) of objects with nonsharp (i.e., fuzzy) boundaries, which may result from imprecision in the meaning of a concept, model, or measurements used to characterize and model the system. Fuzzification implies replacing a set of crisp (i.e., precise) numbers with a set of fuzzy numbers, using fuzzy membership functions based on the results of measurements and perception-based information (Zadeh 1978). A fuzzy number is a quantity whose value is imprecise, rather than exact (as is the case of a single-valued number). Any fuzzy number can be thought of as a function whose domain is a specified set of real numbers. Each numerical value in the domain is assigned a specific “grade of membership,” with 0 representing the smallest possible grade (full nonmembership), and 1 representing the largest possible grade (full membership). The grade of membership is also called the degree of possibility and is expressed using fuzzy membership functions (FMFs). In other words, a fuzzy number is a fuzzy subset of the domain of real numbers, which is an alternative approach to expressing uncertainty. Several types of FMFs are commonly used to define fuzzy numbers: triangular, trapezoidal, Gaussian, sigmoid, bell-curve, Pi-, S-, and Z-shaped curves. As an illustration, Figure 1b shows a trapezoidal fuzzy number given by

$$f(x) = \begin{cases} 
0, & x \leq a \\
\frac{x-a}{b-a}, & a \leq x \leq b \\
1, & b \leq x \leq c \\
\frac{d-x}{d-c}, & c \leq x \leq d \\
0, & d \leq x 
\end{cases}$$  \hspace{1cm} (17)
where coefficients $a$, $b$, $c$, and $d$ are used to define the shape of the trapezoidal FMF. When $a=b$, the trapezoidal number becomes a triangular fuzzy number.

Figure 1b also illustrates one of the most important attributes of fuzzy numbers, which is the notion of an $\alpha$-cut. The $\alpha$-cut interval is a crisp interval, limited by a pair of real numbers. An $\alpha$-cut of 0 of the fuzzy variable represents the widest range of uncertainty of the variable, and an $\alpha$-cut value of 1 represents the narrowest range of uncertainty of the variable. Possibility theory is generally applicable for evaluating all kinds of uncertainty, regardless of its source or nature. It is based on the application of both hard data and the subjective (perception-based) interpretation of data. Fuzzy approaches provide a distribution characterizing the results of all possible magnitudes, rather than just specifying upper or lower bounds. Fuzzy methods can be combined with calculations of PDFs, interval numbers, or p-boxes, using the RAMAS Risk Calc code (Ferson 2002). In this paper, the RAMAS Risk Calc code is used to assess the following characteristic parameters of the fuzzy numbers and p-boxes:

- **Mean**—an interval between the means of the lower (left) and upper (right) bounds of the uncertain number $x$.
- **Core**—the most possible value(s) of the uncertain number $x$, i.e., value(s) with a possibility of one, or for which the probability can be any value between zero and one.
- **Iqrange**—an interval guaranteed to enclose the interquartile range (with endpoints at the 25th and 75th percentiles) of the underlying distribution.
- **Breadth of uncertainty**—for fuzzy numbers, given by the area under the membership function; for p-boxes, given by the area between the upper and lower bounds. The uncertainty decreases as the breadth of uncertainty decreases.

When fuzzy measures serve as upper bounds on probability measures, one could expect to obtain a conservative (bounding) prediction of system behavior. Therefore, fuzzy calculations may overestimate uncertainty. For example, the application of fuzzy methods is not optimal (i.e., it overestimates uncertainty) when sufficient data are available to construct reliable PDFs needed to perform a Monte Carlo analysis. In a recent paper (Faybishenko 2010), this author demonstrated the application of the fuzzy-probabilistic method using a hybrid approach, with direct calculations, when some quantities can be represented by fuzzy numbers and other quantities by probability distributions and interval numbers (Kaufmann and Gupta 1985; Ferson 2002; Guyonnet et al. 2003; Cooper et al. 2006). In this paper, the author combines (aggregates) the results of Monte Carlo calculations with multiple $E_o$ models by means of fuzzy numbers and p-boxes, using the RAMAS Risk Calc software (Ferson 2002).

4. Hanford case study

4.1 Input parameters and modeling scenarios for the Hanford Site

The Hanford Site in Southeastern Washington State is one of the largest environmental cleanup sites in the USA, comprising 1,450 km$^2$ of semi-arid desert. Located north of Richland, Washington, the Hanford Site is bordered on the east by the Columbia River and on the south by the Yakima River, which joins the Columbia River near Richland, in the Pasco Basin, one of the structural and topographic basins of the Columbia Plateau. The areal topography is gently rolling and covered with unconsolidated materials, which are sufficiently thick to mask the surface irregularities of the underlying material. Areas adjacent to the Hanford Site are primarily agricultural lands.
Meteorological parameters used to assign model input parameters were taken from the Hanford Meteorological Station (HMS—see http://hms.pnl.gov/), located at the center of the Hanford Site just outside the northeast corner of the 200 West Area, as well as from publications (DOE, 1996; Hoitink et al., 2002; Neitzel, 1996.) At the Hanford Site, the $E_o$ is estimated to be from 1,400 to 1,611 mm/yr (Ward et al. 2005), and the $ET$ is estimated to be 160 mm/yr (Figure 2). A comparison of field estimates with the results of calculations performed in this paper is shown in Section 4.2. Calculations are performed using the temperature and precipitation time-series data representing a period of active soil-water balance (i.e., with no freezing) from March through October for the years 1990–2007. A set of meteorological parameters is summarized in Table 1, which are then used to develop the input PDFs and fuzzy numbers shown in Figure 3.

Several modeling scenarios were developed (Table 2) to assess how the application of different models for input parameters affects the uncertainty of $E_o$ and $ET$ calculations. For the sake of simulation simplicity, the input parameters are assumed to be independent variables. Scenarios 0 to 8, described in detail in Faybishenko (2010), are based on the application of a single Penman model for $E_o$ calculations, with annual average values of input parameters. Scenario 0 was modeled using input PDFs by means of Monte Carlo simulations, using RiskAMP Monte Carlo Add-In Library version 2.10 for Excel. Scenarios 1 through 8 were simulated by means of the RAMAS Risk Calc code. Scenario 1 was simulated using input PDFs, and the results are given as p-box numbers. Scenarios 2 through 6 were simulated applying both PDFs and fuzzy number inputs, corresponding to $\alpha$-cuts from 0 to 1. Scenarios 7 and 8 were simulated using only fuzzy numbers. The calculation results of Scenarios 0 through 8 are compared in this chapter with newly calculated Scenarios 9 and 10, which are based on Monte Carlo calculations by means of all $E_o$ models, described in Section 2, and then bounding the resulting PDFs by a trapezoidal fuzzy number (Scenario 9) and the p-box (Scenario 10).

<table>
<thead>
<tr>
<th>Type of data</th>
<th>Parameters</th>
<th>Wind speed (km/hr)</th>
<th>Relative humidity (%)</th>
<th>Albedo</th>
<th>Solar radiation (Ly/day)</th>
<th>Annual precipitation (mm/yr)</th>
<th>Temperature (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDFs</td>
<td>Mean</td>
<td>15.07</td>
<td>80.2</td>
<td>33.3</td>
<td>0.21</td>
<td>332.55</td>
<td>185</td>
</tr>
<tr>
<td></td>
<td>Standard Deviation</td>
<td>0.92</td>
<td>4.01</td>
<td>1.66</td>
<td>0.021</td>
<td>16.63</td>
<td>55.62</td>
</tr>
<tr>
<td>Trapezoidal FMFs</td>
<td>$\alpha=0$</td>
<td>Min</td>
<td>12.31</td>
<td>68.17</td>
<td>28.29</td>
<td>0.15</td>
<td>282.66</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>17.84</td>
<td>92.23</td>
<td>38.31</td>
<td>0.27</td>
<td>382.44</td>
<td>324.1</td>
</tr>
<tr>
<td></td>
<td>$\alpha=1$</td>
<td>Min</td>
<td>14.61</td>
<td>78.2</td>
<td>32.47</td>
<td>0.22</td>
<td>324.24</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>15.53</td>
<td>82.2</td>
<td>34.14</td>
<td>0.27</td>
<td>382.44</td>
<td>212.8</td>
</tr>
</tbody>
</table>

Table 1. Meteorological parameters from the Hanford Meteorological Station used for $E_o$ calculations for all scenarios (the data sources are given in the text).
Fig. 2. Estimated water balance $ET$ and recharge/infiltration at the Hanford site (Gee et al., 2007).

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Wind speed</th>
<th>Humidity</th>
<th>Albedo</th>
<th>Solar radiation</th>
<th>Precipitation</th>
<th>Temperature</th>
<th>Output parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
</tr>
<tr>
<td>1</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>p-box</td>
</tr>
<tr>
<td>2</td>
<td>Fuzzy</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>Hybrid</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>Hybrid</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>PDF</td>
<td>PDF</td>
<td>Hybrid</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>PDF</td>
<td>PDF</td>
<td>Hybrid</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>PDF</td>
<td>PDF</td>
<td>Hybrid</td>
<td></td>
</tr>
<tr>
<td>7(^1)</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
</tr>
<tr>
<td>8(^2)</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
<td>Fuzzy</td>
</tr>
<tr>
<td>9(^3)</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>Fuzzy</td>
</tr>
<tr>
<td>10(^3)</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>PDF</td>
<td>p-box</td>
</tr>
</tbody>
</table>

Notes:
\(^1\) In Scenario 7, all FMFs are trapezoidal.
\(^2\) In Scenario 8, all FMFs are triangular; the mean values of parameters, which are given in Table 1, are used for $\alpha = 1$; and the minimum and maximum values of parameters, given in Table 1 for trapezoidal FMFs (Scenario 7), are also used for $\alpha = 0$ of triangular FMFs in Scenario 8.
\(^3\) In Scenarios 9 and 10, input parameters are monthly averaged.

Table 2. Scenarios of input and output parameters used for water-balance calculations (Scenarios 0, and 1-8 are from Faybishenko, 2010).
4.2 Results and comparison with field data

4.2.1 Potential evapotranspiration (E_o)

Figure 4a shows cumulative distributions of E_o from different models, along with an aggregated p-box, and Figure 4b shows the corresponding FMFs (calculated as normalized PDFs) of E_o from different models, along with an aggregated trapezoidal fuzzy E_o. These figures illustrate that the Baier-Robertson (Eq. 1), Blaney-Criddle (Eq. 3), Hargreaves (Eq. 6), Penman (Eq. 10), Penman-Monteith (Eq. 11) (for tall plants), and Priestly-Taylor (Eq. 12) models provide the best match with field data, while the Makkink (Eq. 9) and Thornthwaite (Eq. 13) models significantly underestimate the E_o, and the Linacre (Eq. 8) and Baier-Robertson (Eq. 2) models greatly overestimate E_o.

![Figure 4a: Cumulative distributions of E_o from different models.](image1)

![Figure 4b: Corresponding FMFs of E_o from different models.](image2)

Fig. 3. Input PDFs (solid lines) and fuzzy numbers (dashed lines) used for calculations (Faybishenko, 2010).
Figure 5a demonstrates that the $E_o$ mean from Monte Carlo simulations is within the mean ranges from the p-box (Scenario 1) and fuzzy-probabilistic scenarios (Scenarios 2-6). It also corresponds to a midcore of the fuzzy scenario with trapezoidal FMFs (Scenario 7), the core of the fuzzy scenario with triangular FMFs (Scenario 8), and the centroid values of the fuzzy $E_o$ of Scenario 9, as well as a p-box of Scenario 10.

The range of means from the p-box and fuzzy-probabilistic calculations for $\alpha = 1$ is practically the same, indicating that including fuzziness within the input parameters does not change the range of most possible $E_o$ values. Figure 5a shows that the core uncertainty of the trapezoidal FMFs (Scenario 7) is the same as the uncertainty of means for fuzzy-probabilistic calculations for $\alpha = 1$. Obviously, the output uncertainty decreases for the input triangular FMFs (Scenario 8), because these FMFs resemble more tightly the PDFs used in other scenarios. Figure 5a also illustrates that a relatively narrow range of field estimates of $E_o$—from 1,400 to 1,611 mm/yr for the Hanford site (Ward 2005)—is well within the calculated uncertainty of $E_o$ values. Note from Figure 5a that the uncertainty ranges from p-box, hybrid, and fuzzy calculations significantly exceed those from Monte Carlo simulations for a single Penman model, but are practically the same as those from calculations using multiple $E_o$ models.

Characteristic parameters (Figures 5a) and the breadth of uncertainty (Figure 6a) of $E_o$ calculated from multiple models—Scenarios 9 and 10—are in a good agreement with field measurements and other calculation scenarios.

### 4.2.2 Evapotranspiration ($ET$)

Figure 5b shows that the mean $ET$ of ~184 mm/yr from Monte Carlo simulations (Scenario 0) is practically the same as the $ET$ means for Scenarios 1 through 5 and the core value for Scenario 8. The greater $ET$ uncertainty for Scenario 6 (precipitation is simulated using a fuzzy number) can be explained by the relatively large precipitation range for $\alpha = 0$—from 46 to 324 mm/yr. At the same time, the means of $ET$ values for $\alpha = 1$ range
within relatively narrow limits, as the precipitation for $\alpha = 1$ changes from 157.2 to 212.8 mm/yr (see Table 1).

The breadth of uncertainty of $ET$ (Figure 6b) is practically the same for Scenarios 1 through 5, increase for Scenarios 6, 7, and 8 in the account of calculations using a fuzzy precipitation, and then decrease for Scenarios 9 and 10 using multiple $E_o$ models. A smaller range of $ET$ uncertainty calculated using multiple $E_o$ models can be explained by the fact that the Budyko curve asymptotically reaches the limit of $ET/P = 1$ for high values of the aridity index, which are typical for the semi-arid climatic conditions of the Hanford site.

Fig. 5. Results of calculations of $E_o$ (a) and $ET$ (b) and comparison with field measurements. Red vertical lines are the mean intervals (Scenarios 1-6, and 10) and core intervals (Scenarios 7, 8, and 9), the blue diamonds indicate the interquartile ranges with endpoints at the 25th and 75th percentiles of the underlying distribution. Red open diamonds for Scenarios 2-6 indicate the mean intervals for the hybrid level=10 (Faybishenko 2010), and red solid diamonds for Scenarios 7-10 indicate centroid values. The height of a shaded area in figure a indicates the range of $E_o$ from field measurements. (Results of calculations of Scenarios 0-8 are from Faybishenko, 2010.)
The calculated means for Scenarios 0, 1–5, and 8 exceed the field estimates of ET of 160 mm/yr (Gee et al., 1992; 2007) by 22 to 24 mm/yr. This difference can be explained by Gee et al. using a lower value of annual precipitation (160 mm/yr for the period prior to 1990) in their calculations, while our calculations are based on using a greater mean annual precipitation (185 mm/yr), averaged for the years from 1990 to 2007. The field-based data are within the ET uncertainty range for Scenarios 6 and 7, since the precipitation range is wider for these scenarios. Calculations using multiple $E_o$ models generated the ET values (Scenarios 9 and 10), which are practically the same as those from field measurements.

Fig. 6. Breadth of uncertainty of $E_o$ and ET. For Scenarios 2-6, grey and white bars indicate the maximum and minimum uncertainty, correspondingly. (Results of calculations of Scenarios 0-8 are from Faybishenko, 2010.)

5. Conclusions

The objectives of this chapter are to illustrate the application of a fuzzy-probabilistic approach for predictions of $E_o$ and ET, and to compare the results of calculations with those
from field measurements at the Hanford site. Using historical monthly averaged data from the Hanford Meteorological Station, this author employed Monte-Carlo simulations to assess the frequency distribution and statistics of input parameters for these models, which are then used as input into probabilistic simulations. The effect of aleatory uncertainty on calculations of evapotranspiration is assessed by assigning the probability distributions of input meteorological parameters, and the combined effect of aleatory and epistemic (model) uncertainty is then expressed by means of aggregating the results of calculations using a p-box and fuzzy numbers. To illustrate the application of these approaches, the potential evapotranspiration is calculated using the Bair-Robertson, Blaney-Criddle, Caprio, Hargreaves-Samani, Hamon, Jensen-Haise, Linacre, Makkink, Priestly-Taylor, Penman, Penman-Monteith, Thornthwaite, and Turc models, and evapotranspiration is then determined based on the modified Budyko (1974) model. Probabilistic and fuzzy-probabilistic calculations using multiple $E_o$ models generate the $E_o$ and $ET$ results, which are well within the range of field measurements and the application of a single Penman model. The Baier-Robertson, Blaney-Criddle, Hargreaves, Penman, Penman-Monteith, and Priestly-Taylor models provide the best match with field data.

6. Acknowledgment

This work was partially supported by the Director, Office of Science, Office of Biological and Environmental Remediation Sciences of the U.S. Department of Energy, and the DOE EM-32 Office of Soil and Groundwater Remediation (ASCEM project) under Contract No. DE-AC02-05CH11231 to Lawrence Berkeley National Laboratory.

7. References


Hoitink, D.J.; Burk, K.W ; Ramsdell, Jr, J.V; & Shaw, W.J. (2003). Hanford Site Climatological Data Summary 2002 with Historical Data . PNNL-14242, Pacific Northwest National Laboratory, Richland, WA.


This edition of Evapotranspiration - Remote Sensing and Modeling contains 23 chapters related to the modeling and simulation of evapotranspiration (ET) and remote sensing-based energy balance determination of ET. These areas are at the forefront of technologies that quantify the highly spatial ET from the Earth’s surface. The topics describe mechanics of ET simulation from partially vegetated surfaces and stomatal conductance behavior of natural and agricultural ecosystems. Estimation methods that use weather based methods, soil water balance, the Complementary Relationship, the Hargreaves and other temperature-radiation based methods, and Fuzzy-Probabilistic calculations are described. A critical review describes methods used in hydrological models. Applications describe ET patterns in alpine catchments, under water shortage, for irrigated systems, under climate change, and for grasslands and pastures. Remote sensing based approaches include Landsat and MODIS satellite-based energy balance, and the common process models SEBAL, METRIC and S-SEBS. Recommended guidelines for applying operational satellite-based energy balance models and for overcoming common challenges are made.
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