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1. Introduction

Designing active controllers for minimizing mechanical vibration of structures is a challenging task which presents several levels of difficulties. Due to the continuous nature of the structures, they have an infinite number of degrees of freedom which leads to infinite vibration modes. This requires a model reduction and modal truncation considering the controller objectives, in order to achieve a viable numerical model which may allow the designed controller to perform satisfactorily within the frequency range of interest (Zhou & Doyle, 1997). But for real structures, even for truncated models, it may be expected a significant number of vibration modes to consider, conducting to mathematical and computational issues, besides the natural consequences of the reduction of the model order leading to unexpected behavior due to the controller feedback.

Considering the now vast literature in the vibration control area, there is no consensus regarding the most suitable control design method. Several techniques seem to give similar results, as shown in the works of Baz & Chen (2000); Bhattacharya et al. (2002); Hurlebaus et al. (2008). Linear matrix inequalities methods, due to powerful yet simple formulation and computational solution to implement the theory of robust control, present nowadays a slight predominance (Boyd et al., 1994; Zhou & Doyle, 1997). Several recent works that use this approach may be cited such as Barrault et al. (2007; 2008); Cheung & Wong (2009); Halim et al. (2008).

The $H_\infty$ control technique emerged in the last decades as a robust control technique in the context of multiple-inputs and multiple-outputs (MIMO) feedback problems. The usual formulation involves the minimization of the $H_\infty$ norm from the disturbances inputs to the performance outputs, corresponding to the minimization of the worst possible response. Vibration control of structures is a well reported application using this approach (Gawronski, 2004). Usually, performance outputs are selected based on the interest points distributed over the structure, and taken for the formulation of the objective function in the minimization problem.

However, the control problem, stated as the transfer matrix between the vibration actuator and sensor positions, has a known drawback. Because it does not clearly impose the desired behavior on the whole structure, it is not possible to guarantee the vibration level minimization beyond the sensor isolated position points. This approach may present acceptable reduction levels for simple structures, but more comprehensive methods are needed to achieve good results with real engineering structures, guaranteeing a vibration reduction through regions of the structure instead of isolated points.
The overall vibration energy distribution is then necessary to be considered, which renders the control problem always a non-collocated one. Additionally, real structures require in general a significant number of transducers, increasing the complexity of the system due to the number of transfer function combinations of inputs and outputs.

The spatial $\mathcal{H}_\infty$ control looks for an equivalent worst case output performance norm, in order to have a weighted performance over an specific region of the structure, instead of points. Addressing regions of interest instead of points, this methodology is attractive to the vibration control area. Particularly, for the common case of using a finite element model for the formulation of the spatial $\mathcal{H}_\infty$ control, it results in a simple formulation.

Some works have discussed the spatial $\mathcal{H}_\infty$ control, specially in the case of plate vibration (Halim, 2002; 2007; Halim et al., 2008). In these works, the spatial $\mathcal{H}_\infty$ design is solved trough a convenient algebraic manipulation which converts the spatial norm formulation to an equivalent ordinary $\mathcal{H}_\infty$ control problem.

Decentralized control is another promising approach recently studied for the vibration problem. Its basic architectural idea is to adopt several distributed controllers with lesser authority, instead of a big controller for the whole structure. Each controller accesses a subset of inputs and outputs, being responsible for a region of the structure. Decentralized control has been used for sound irradiation control of plates in Bianchi et al. (2004), with semi-active control in Casadei et al. (2010), using an optimal controller with static feedback in Jiang & Li (2010) and with decentralized velocity feedback in Zilletti et al. (2010). It is obviously useful for big structures in particular, where its constructive robustness represent an immediate advantage, since it may be implemented using independent microcontrollers and the system can easily accommodate actuator or sensor failures. Another advantage is the numerical simplicity of the controller algorithms, since each one deals with a smaller number of inputs and outputs. One problem is to decouple the controllers in order to avoid mutual undesired interference.

The purpose of this work is to compare an application of the spatial norm and the decentralized approaches to the vibration control of a plate including the $\mathcal{H}_\infty$ control technique, and adopting a linear matrix inequalities formulation.

The finite element method is used here to determine the vibration model of a plate. The plate is divided in Mindlin finite elements generating a discretized finite dimensional model that captures the vibration modes (Ferreira, 2008). The finite element method is suitable to determine the mass and stiffness matrices using interpolation functions of each finite element of the mesh, and the assemblage of these results for all the elements leads to a representation of the structure. This model is then used to generate the state-space model used to design the active controller.

This chapter is divided according to the following main topics: Structural modeling, where the main aspects of the dynamic equations, modal analysis fundamentals to describe the model, and model reduction are described; $\mathcal{H}_\infty$ control, where the optimization problem to minimize the $\mathcal{H}_\infty$ norm and aspects of multi-variable control are discussed; Spatial $\mathcal{H}_\infty$ control technique, where a more global and spatial vibration performance along the structure is considered as vibration reduction objective; Decentralized control, where controllers are designed in an independent form in order to reduce the design effort and also to increase the reliability in case of failures, is presented. Finally, the concluding remarks are presented.

The notation used in this work is: matrices are denoted by uppercase bold ($\mathbf{M}$, $\mathbf{K}$, $\mathbf{A}$ etc); vectors are denoted by lowercase bold ($\mathbf{x}$, $\mathbf{z}$, $\mathbf{y}$ etc); transposition of a matrix is denotes by the apostrophe (transpose of $\mathbf{C}$ is denoted by $\mathbf{C}'$ etc); time is denoted by variable $t$; frequency is denoted by $\omega$. 
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2. Mechanical structures modeling

2.1 Dynamic equation
The movement equation of a generic structure can be written as

\[ M\ddot{q}(t) + D\dot{q}(t) + Kq(t) = B_0f(t), \tag{1} \]

where \( q(t) \) denotes the displacements, \( M \) is the mass matrix, \( D \) is the damping matrix, \( K \) is the stiffness matrix, \( f(t) \) is the vector of all external forces and \( B_0 \) is a localization matrix for the external forces.

The main features of the dynamic response of a vibrating structure (Gawronski, 2004) are:
1) presence of resonance (amplification of response in specific frequencies); 2) the vibration models are decoupled (they can be excited independently); 3) the total response can be obtained by the summation of each mode contribution; 4) the impulse response consists of harmonic components, which are related to complex poles with small real parts; and 5) the system is controllable and observable.

2.2 Modal model
The structural model described in Eq. (1) can be represented also in modal coordinates (Ewins, 2000; Gawronski, 2004). The advantages of this kind of description are that the modal properties become evident such as the natural frequencies and damping factors for each structural mode.

The solution for the undamped free vibration is given by \( q(t) = \bar{q}e^{j\omega t} \). Substituting this solution in the undamped free vibration movement equation it is obtained the eigen-problem given by

\[ K\bar{q} = \omega^2M\bar{q}. \tag{2} \]

A structural system with \( n \) degrees of freedom presents \( n \) natural frequencies and \( n \) vibration modes. These natural frequencies and modes are determined through the solution of the eigen-problem related to the characteristic equation given by

\[ \det(K - \omega^2M) = 0 \tag{3} \]

The natural frequencies \( \omega_i \) can be stored in a diagonal matrix \( \Omega \) given by

\[ \Omega = \text{diag}[\omega_1 \omega_2 \ldots \omega_n], \tag{4} \]

and the vibration modes \( \phi_i \) can be stored in the matrix \( \Phi \) according to

\[ \Phi = [\phi_1 \phi_2 \ldots \phi_n]. \tag{5} \]

The model represented by the matrices \( K \) and \( M \) is the spatial model. The model denoted by the matrices \( \Omega \) and \( \Phi \) is the modal model.

A very important property is the orthogonality that allows the diagonalization of mass and stiffness matrices, i.e.,

\[ \Phi'M\Phi = \text{diag}[m_1 m_2 \ldots m_n] = \text{diag}[m_i], \tag{6} \]

\[ \Phi'M\Phi = \text{diag}[k_1 k_2 \ldots k_n] = \text{diag}[k_i]. \tag{7} \]

A specific situation which is mathematically convenient is the proportional damping where \( D = \alpha M + \beta K \). In this case it can be verified directly that the damping matrix is also
diagonalized since \( M \) and \( K \) can be diagonalized, i.e.,
\[
\Phi'D\Phi = \alpha\Phi'M\Phi + \beta\Phi'K\Phi = \text{diag}[d_1 \ d_2 \ldots \ d_n] = \text{diag}[d_i]
\]  
(8)

Considering a coordinate transformation given by \( p(t) = \Phi q(t) \), and pre-multiplying the Eq. (1) by \( \Phi \) it is possible to obtain for proportional damping
\[
\Phi'M\Phi \ddot{p}(t) + \Phi'D\Phi \dot{p}(t) + \Phi'K\Phi p(t) = \Phi'B_0f(t),
\]  
(9)

which can be rewritten as
\[
diag[m_i]\ddot{p}(t) + diag[d_i]\dot{p}(t) + diag[k_i]p(t) = \Phi'B_0f(t)
\]  
(10)

One can verify that Eq. (10) corresponds to a set of uncoupled second order differential equations similar to the movement equation of the one degree of freedom system. Each decoupled equation corresponds to a specific vibration mode of the system and can be written as
\[
m_i\ddot{p}_i(t) + d_i\dot{p}_i(t) + k_ip_i(t) = f_i(t),
\]  
(11)

or in a standard form of second order system as
\[
\ddot{p}_i(t) + 2\xi\omega_i\dot{p}_i(t) + \omega_i^2p_i(t) = \gamma\omega_i^2f_i(t).
\]  
(12)

It is possible to write for the \( i \)-mode the corresponding conjugate pair of poles
\[
-\xi_i\omega_i \pm j\omega_i\sqrt{1 - \xi_i^2}
\]  
(13)

where \( \omega_i \) is the natural frequency and \( \xi_i \) is the non-dimensional damping factor, both related to the \( i \) vibration mode.

The modal model is a convenient way to include damping in models obtained by the finite element method, for example. The damping factor of each mode can be included independently. The proportional damping is not a mandatory hypothesis in this work since the control techniques can be applied to non-proportional damping also.

### 2.3 State-space model

The Eq. (1) can be rewritten as
\[
\ddot{q}(t) + M^{-1}D\dot{q}(t) + M^{-1}Kq(t) = M^{-1}B_0f(t).
\]  
(14)

Two kinds of external forces may be present in the active vibration control problem: the disturbance forces, denoted by \( w(t) \), and the control forces, denoted by \( u(t) \). Two kinds of outputs of the system can be defined: the measured outputs, denoted here by \( y(t) \), and the performance outputs, denoted by \( z(t) \).

Defining the state-space vector as \( x(t) = [q(t) \ \dot{q}(t)]' \), which corresponds to the displacements and velocities in this case, it is possible to write the state-space model in the form
\[
\dot{x}(t) = Ax(t) + B_1w(t) + B_2u(t),
\]  
(15)

\[
z(t) = C_1x(t) + D_{11}w(t) + D_{12}u(t),
\]  
(16)

\[
y(t) = C_2x(t) + D_{21}w(t) + D_{22}u(t),
\]  
(17)
where the state-space matrix $A$ is given by

$$ A = \begin{bmatrix} 0 & I \\ -M^{-1}K & -M^{-1}K \end{bmatrix}. \quad (18) $$

The matrices $B_1$ and $B_2$ are constructed with the structure $[0 \ M^{-1}B_0]'$ where the appropriate position matrix $B_0$ is used for $w(t)$ and for $u(t)$. It is convenient to mention that the number of columns of $B_1$ is the number of disturbances and the number of columns of $B_2$ is the number of control forces.

The matrices $C_1$, $D_{11}$ and $D_{12}$ are constructed to define the performance output in terms of the displacements, velocities and accelerations, or linear combinations of these values. The number of lines of $C_1$ is the number of performances outputs to be monitored.

The matrices $C_2$, $D_{21}$ and $D_{22}$ are constructed to specify the measured output also in terms of the displacements, velocities and accelerations. The number of lines of $C_2$ is the number of measures.

This dynamic system can be represented in a compact form according to

$$ \begin{bmatrix} \dot{x}(t) \\ z(t) \\ y(t) \end{bmatrix} = \begin{bmatrix} A & B_1 & B_2 \\ C_1 & D_{11} & D_{12} \\ C_2 & D_{21} & D_{22} \end{bmatrix} \begin{bmatrix} x(t) \\ w(t) \\ u(t) \end{bmatrix}. \quad (19) $$

The transfer matrix of the system in Laplace domain variable $s$, relating each input to each output, can be written as

$$ P(s) = C(sI - A)^{-1}B + D, \quad (20) $$

where

$$ B = [B_1 \ B_2], \quad C = \begin{bmatrix} C_1 \\ C_2 \end{bmatrix}, \quad D = \begin{bmatrix} D_{11} & D_{12} \\ D_{21} & D_{22} \end{bmatrix}. \quad (21) $$

### 2.4 State-space model in modal form

Considering that in modal coordinates the differential equations are decoupled for each mode, it is possible to reorganize the state-space in a modal form. Based on the standard form given by the Eq. (12), a state-space model for each mode can be generated.

One usual form of modal model (Gawronski, 2004) considers the states defined as

$$ x_i = \begin{bmatrix} \omega_ip_i \\ \zeta_i\omega_ip_i + \dot{p}_i \end{bmatrix}. \quad (22) $$

For this case, the state-space matrix for the $i$-mode is given by

$$ A_i = \begin{bmatrix} -\zeta_i\omega_i & \omega_i \\ -\omega_i & -\zeta_i\omega_i \end{bmatrix}. \quad (23) $$

The state-space matrix will be a block diagonal matrix with the contribution of each mode in the form

$$ A = \text{diag}(A_i). \quad (24) $$

This formulation is used in this work through the function `canon` with the option `modal` in the MATLAB® software.
2.5 Model reduction

A real structure is a continuous system with infinite degrees of freedom. It is necessary to have a finite dimensional representation for the system. This representation can be obtained by techniques such as finite elements or direct experimental identification. These two approaches lead to models that are finite dimensional but that can present a number of degrees of freedom yet considered excessive large. In this case, in order to have a feasible numerical treatment and feasible controller design, it is necessary to have a reduced order model. The model reduction can be performed according to some techniques (Qu, 2004). The most usual and simple technique is the model truncation, where a number of modes is kept under a critical frequency value of interest. Upper frequency modes are simply discarded. This technique is adequate for the objectives of this work, and it is adopted here. Obviously the lost information can affect the dynamic representation of the structure and bring undesirable effects, such as spillover, implying the use of additional performance filtering to the model. In most situations, the interest in the dynamic response of the structure is limited to a specific range of frequencies, and the model reduction can be performed considering this information. In the present case, the model reduction is conducted using the function `modreal` of the software MATLAB. This function performs the model reduction selecting the frequency ordered blocks of the modal model corresponding to the indicated frequency range, i.e., the selection is based on the blocks of the Eq. (24).

3. Structural and control models - plate vibration

It is considered in this work a finite element model of a plate. The MATLAB codes given in Ferreira (2008) were employed to obtain the mass and stiffness matrices considering the Mindlin plate formulation. The plate finite element has four nodes and three degrees of freedom in each node: rotations in axes $x$ and $y$ and displacement in axis $z$. The plate in this work was considered with all boundaries free. The finite element mesh is shown in Figure 1, and Table 1 shows the physical parameters used in the finite element model of the plate. This finite element model presents 90 nodes with 3 degrees of freedom per node. This leads to a model of 270 degrees of freedom and 540 states. This model was reduced to a model with 24 states for control design purposes. This model is used in this work to evaluate the spatial and decentralized $H_\infty$ control techniques. There are, in this plate model, three convenient orientations for the transducers: horizontal, vertical and with an orientation of 45 degrees (representing identical actuation in the degrees of freedom in $x$ and $y$ directions of the same node). The placement of these sensors and actuators are indicated in Figure 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Height</td>
<td>1 m</td>
</tr>
<tr>
<td>Width</td>
<td>1 m</td>
</tr>
<tr>
<td>Thickness</td>
<td>2 mm</td>
</tr>
<tr>
<td>Density</td>
<td>2710 kg/m$^3$</td>
</tr>
<tr>
<td>Poisson Modulus</td>
<td>0.33</td>
</tr>
<tr>
<td>Young Modulus</td>
<td>70 GPa</td>
</tr>
</tbody>
</table>

Table 1. Physical properties of the plate

In order to have a more realistic dynamic system in the simulations, damping should be taken into account. In this case, it was included a modal damping of $3 \times 10^{-6}$ to all vibration modes of the plate.
Fig. 1. Finite element mesh for the plate with four partitions - A denotes actuators and S denotes sensors

It is considered that the actuators and sensors are piezoelectric (PZT). The actuator receives a voltage and applies a pair of opposite moments in nearby nodes. The sensor generates a voltage proportional to its deformation, i.e., proportional to the difference between angles in nearby nodes. Figure 2 shows schematically the actuator and sensor representation used in this work.

Fig. 2. PZT actuator and sensor relations to the respective degrees-of-freedom
### Table 2. Definition and placement of actuators and sensors for the mesh in the Figure 1.

Table 2 shows actuators, sensors and nodes location for the mesh of Figure 1. The arrows indicate the respective degrees of freedom. The partition reveals which actuators and sensors are used in each local model for the case of the decentralized control. The disturbance is considered a force in the $z$ direction applied in the node 86. Actuators numbered from 2 to 9 are chosen as control inputs. Sensors 2, 4, 6 and 8 are measuring outputs. The performance parameters are the sensors numbered as 1, 3, 5 and 7. The uncontrolled system was normalized to have an $H_\infty$ norm equal to 1 (normalized plant).

#### 4. $H_\infty$ control formulation

The $H_\infty$ control design method consists of designing a controller transfer function $K(s)$ in a closed loop with a plant $P(s)$ in order to minimize the $H_\infty$ norm of the closed loop transfer function $T(s)$ from the disturbance $w$ to the performance $z$ in the frequency domain $\omega$. The loop is usually represented as in Figure 3.

Fig. 3. $H_\infty$ closed loop diagram

The $H_\infty$ norm of a system, from the disturbance input $w(t)$ to the performance output $z(t)$ (Skelton et al., 1998), can be defined as

$$J_\infty = \|T(s)\|_\infty = \frac{\int_0^\infty z'(t)z(t) \, dt}{\int_0^\infty w'(t)w(t) \, dt}. \tag{25}$$

The $H_\infty$ norm can be calculated as

$$\|T(s)\|_\infty = \sup_{\omega} \sigma(T(j\omega)), $$

where $\sigma$ denotes the spectral radius.
where $\bar{\sigma}$ is the maximum singular value of the transfer function $T(s)$ (Zhou & Doyle, 1997). This is a measure in the frequency domain of the worst response of $T(s)$. If the worst response, in the sense of the higher amplitude, is achieved to an acceptable level, the performance is evidently guaranteed for all cases.

Weighting functions are used in this work to compel the performance output and control signals to follow the specified frequency distributions. In general, low-pass weighting functions $W_p(s)$ are used to balance the performance output levels and high-pass functions $W_u(s)$ are applied to the control forces. Commonly used filter functions (Zhou & Doyle, 1997) are:

$$W_p(s) = \left(\frac{s^{1/2} \sqrt{M} + \omega_c}{s + \omega_c \sqrt{e}}\right)^k, \quad W_u(s) = \left(\frac{s + \omega_c \sqrt{M}}{s \sqrt{e} + \omega_c}\right)^k,$$

where $\omega_c$ is the cut frequency, $k$ is the filter order, $M$ is the gain at pass band and $e$ is the gain at rejection band.

Specifying the correct weighting functions for each problem is very important in the controller design process. They define the frequency regions where the disturbance signals response should be minimized and where the control signals should be effective, avoiding the excitation of neglected vibration modes in the model, which is fundamental to avoid the spillover effect (Balas, 1978).

An $H_\infty$ controller design problem can be written as an optimization problem. The controller $K(s)$ can be obtained by the minimization of the $H_\infty$ norm of the closed-loop $T(s)$, i.e.,

$$\min_{K(s)} \|T(s)\|_\infty \quad \text{subjected to} \quad K(s) \text{ stable} \quad T(s) \text{ stable}.$$ 

This optimization problem can be considered a global design, since it involves all the inputs and outputs of the plant. Provided an acceptable level of vibration, a sub-optimal solution of this problem may be obtained solving the associated Riccati equations or by the solution of a linear matrix inequality problem (Boyd et al., 1994; Zhou & Doyle, 1997). The solution of this problem can be obtained using the MATLAB Robust Control Toolbox with the $\text{hinfsyn}$ function for example.

### 5. Spatial $H_\infty$ control

#### 5.1 Spatial $H_\infty$ norm

The $H_\infty$ norm may be generalized considering a spatial distribution for the performance parameters. This can lead to a weighted response over the specified spatial region.

The spatial $H_\infty$ norm (Skelton et al., 1998) for a dynamic system considering the disturbance input $w(t)$ to the spatial performance output $z(r,t)$ can be defined as

$$J_\infty = \int_0^\infty \int_{R} z'(t,r)Q(r)z(t,r) \, dr \, dt \int_0^\infty w'(t)w(t) \, dt,$$

where $R$ denotes the spatial region and $Q(r)$ is a spatial weighting function.

#### 5.2 Spatial and non-spatial $H_\infty$-control parallel

The spatial $H_\infty$ norm allows to generalize the $H_\infty$ control design problem. Consider a system in which the performance output $z(r,t)$ depends both on space $(r)$ and time $(t)$, whilst the
measured output \( y(t) \) depends only on time. The state space model may be described as:

\[
\dot{x}(t) = Ax(t) + B_1w(t) + B_2u(t) \\
z(t, r) = C_1(r)x(t) + D_{11}(r)w(t) + D_{12}(r)u(t) \\
y(t) = C_2x(t) + D_{21}w(t) + D_{22}u(t).
\]

(27)

It is possible to notice that \( r \) stands for a vector position and can represent two or three-dimensional problems. The definition of the spatial norm is a multiple integral depending on the problem dimensionality according to the Eq. (26).

The purpose of control design is to obtain a dynamic controller given by

\[
\dot{x}_k(t) = A_kx_k(t) + B_ky(t) \\
u(t) = C_kx_k(t) + D_ky(t),
\]

which reduces the particular norm of interest.

The spatial \( \mathcal{H}_\infty \) problem is solved through the conversion to an equivalent punctual \( \mathcal{H}_\infty \) with a modified performance output \( \tilde{z}(t) \), which is responsible for taking into account the desired vibration region. The ordinary \( \mathcal{H}_\infty \) norm based on \( \tilde{z}(t) \) according to Equation (25) is

\[
J_\infty = \frac{\int_0^\infty \tilde{z}'(t)\tilde{z}(t)\,dt}{\int_0^\infty w'(t)w(t)\,dt}.
\]

(28)

Comparing equations (28) and (26) it is possible to establish the equivalence

\[
\tilde{z}'(t)\tilde{z}(t) = \int_R z'(t, r)Q(r)z(r, t)\,dr.
\]

(29)

This equivalence allows to convert the spatial \( \mathcal{H}_\infty \) control design problem into the standard \( \mathcal{H}_\infty \) problem with the modified performance output.

From Equation (27):

\[
z(t, r) = [C_1(r) \ D_{11}(r) \ D_{12}(r)] \begin{bmatrix} x \\ w \\ u \end{bmatrix},
\]

and the equivalent punctual output

\[
\tilde{z}(t) = \Gamma \begin{bmatrix} x \\ w \\ u \end{bmatrix}.
\]

(30)

Using Equation (29), it is possible to write

\[
\begin{bmatrix} x \\ w \\ u \end{bmatrix}' \Gamma' \begin{bmatrix} x \\ w \\ u \end{bmatrix} = \int_R \begin{bmatrix} x \\ w \\ u \end{bmatrix}' \begin{bmatrix} C_1'(r) \\ D_{11}'(r) \\ D_{12}'(r) \end{bmatrix} Q(r) [C_1(r) \ D_{11}(r) \ D_{12}(r)] \begin{bmatrix} x \\ w \\ u \end{bmatrix} \,dr,
\]
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\[
\begin{bmatrix}
  x' \\
  w' \\
  u'
\end{bmatrix}
\Gamma' \Gamma
\begin{bmatrix}
  x' \\
  w' \\
  u'
\end{bmatrix}
= 
\begin{bmatrix}
  x \\
  w \\
  u
\end{bmatrix}
\int_R \begin{bmatrix}
  C_1'(r) \\
  D_{11}'(r) \\
  D_{12}'(r)
\end{bmatrix}
Q(r) \begin{bmatrix}
  C_1(r) \\
  D_{11}(r) \\
  D_{12}(r)
\end{bmatrix} dr
\begin{bmatrix}
  x' \\
  w' \\
  u'
\end{bmatrix}.
\]

The equivalence results in the following equality

\[
\Gamma' \Gamma = 
\int_R \begin{bmatrix}
  C_1'(r) \\
  D_{11}'(r) \\
  D_{12}'(r)
\end{bmatrix}
Q(r) \begin{bmatrix}
  C_1(r) \\
  D_{11}(r) \\
  D_{12}(r)
\end{bmatrix} dr.
\] (31)

By defining a spatial weighting function \( Q(r) \), the matrix \( \Gamma' \Gamma \) can be found from Equation (31) and \( \Gamma \) may be determined. One should notice that \( \Gamma \) is the transformation that allows the punctual \( H_\infty \) problem to represent equivalently the spatial \( H_\infty \) problem. Using Equation (30), the performance output \( z \) is defined as

\[
\tilde{z} = \Gamma \begin{bmatrix}
  x \\
  w \\
  u
\end{bmatrix} = [\Pi \ \Theta_1 \ \Theta_2] \begin{bmatrix}
  x \\
  w \\
  u
\end{bmatrix},
\]

in which \( \Pi, \Theta_1 \) and \( \Theta_2 \) are simultaneously defined as matrix partitions of \( \Gamma \) according to the signal dimensions.

So, the final plant model is written as

\[
\begin{align*}
\dot{x}(t) &= A x(t) + B_1 w(t) + B_2 u(t) \\
\tilde{z}(t) &= \Pi x(t) + \Theta_1 w(t) + \Theta_2 u(t) \\
y(t) &= C_2 x(t) + D_{21} w(t) + D_{22} u(t).
\end{align*}
\]

5.3 Calculation of \( \Gamma \)

Equation (31) defines \( \Gamma' \Gamma \) as an integral of a square matrix of order \( n + n_w + n_u \), where \( n \) is the number of plant states, \( n_w \) is the number of disturbances and \( n_u \) is the number of control signals. \( \Gamma \) has dimensions \( p \times (n + n_w + n_u) \), where the number of lines \( p \) represents the number of performance outputs, i.e., the number of lines of \( \tilde{z} \). The number of elements of \( \Gamma \) is \( p \times (n + n_w + n_u) \) and the number of elements of \( \Gamma' \Gamma \) is \( (n + n_w + n_u) \times (n + n_w + n_u) \). Since, \( \Gamma' \Gamma \) is symmetric, the number of unknowns elements are \( (n + n_w + n_u)(n + n_w + n_u + 1)/2 \). A convenient choice is \( p = n + n_w + n_u \), which amounts to a square matrix for \( \Gamma \), and in this case a Cholesky factorization can be applied in \( \Gamma' \Gamma \) to obtain \( \Gamma \). Another possibility to determine \( \Gamma \) involves a specific situation related to finite element models as described in the next section.

5.4 \( \Gamma \) for the case of constant spatial weighting

Taking the spatial weighting function constant inside every element allows some simplifying results. In this case the spatial performance output can be discretized for the degrees of freedom that are the model states and the spatial performance output can be interpolated from the degrees of freedom. The integral of Equation (31) that defines \( \Gamma' \Gamma \) may be approximated.
as
\[ \Gamma' \Gamma \approx \sum_i f(r_i) \begin{bmatrix} C'_{1i} (r_i) \\ D'_{11i} (r_i) \\ D'_{12i} (r_i) \end{bmatrix} Q_i \begin{bmatrix} C_{1i} (r_i) & D_{11i} (r_i) & D_{12i} (r_i) \end{bmatrix}, \] 
\tag{32}\]

by supposing an integration method such as the gaussian quadrature (Bathe, 1995), where the values \( f(r_i) \) represent the contribution to the specific degree of freedom. In this case, \( f(r_i) \) can be considered the gauss weightings and \( r_i \) the respective integration points (in this case the degrees of freedom).

If the finite element mesh is homogeneous in terms of the element size, a simplification of a constant value of the integrand inside each element can be used leading to less calculations. The integral in Equation (31) becomes a summation according to
\[ \Gamma' \Gamma = \sum_i \begin{bmatrix} C'_{1i} \\ D'_{11i} \\ D'_{12i} \end{bmatrix} Q_i \begin{bmatrix} C_{1i} & D_{11i} & D_{12i} \end{bmatrix} A_i, \] 
\tag{33}\]

with \( A_i \) as an elementary length, area or volume, according to the dimension in the integral, and \( Q_i \) is the weighting function value related to point \( i \) in Equation (32). A simplification of notation, taking \( i \) to denote the corresponding \( r_i \), was employed.

Defining \( t_i = Q_i A_i \), it is possible to write Equation (33) as
\[ \Gamma' \Gamma = \sum_i \left( \begin{bmatrix} C'_{1i} \\ D'_{11i} \\ D'_{12i} \end{bmatrix} \sqrt{t_i} \right) \left( \begin{bmatrix} \sqrt{t_i} & C_{1i} & D_{11i} & D_{12i} \end{bmatrix} \right). \]

This summation can be rewritten as
\[ \Gamma' \Gamma = \left( \sum_i \sqrt{t_i} \begin{bmatrix} C'_{1i} \\ D'_{11i} \\ D'_{12i} \end{bmatrix} \right) \left( \sum_i \sqrt{t_i} \begin{bmatrix} C_{1i} & D_{11i} & D_{12i} \end{bmatrix} \right) - X, \]

where
\[ X = \sum_{i,j} t_i \begin{bmatrix} C'_{1i} \\ D'_{11i} \\ D'_{12i} \end{bmatrix} \begin{bmatrix} C_{1j} & D_{11j} & D_{12j} \end{bmatrix}. \]

Since finite element models are considered in this work, where the degrees of freedom are model states, the matrices \( \begin{bmatrix} C_{1j} & D_{11j} & D_{12j} \end{bmatrix} \) are orthogonal. \( C_{1j} \) is a matrix of zeros with a one in the position \( j \) of the convenient degree of freedom. \( D_{11j} \) and \( D_{12j} \) are null since the displacement and velocities are the states. Acceleration outputs are not considered in this work. This yields \( X = 0 \) and consequently
\[ \Gamma' \Gamma = \left( \sum_i \sqrt{t_i} \begin{bmatrix} C'_{1i} \\ D'_{11i} \\ D'_{12i} \end{bmatrix} \right) \left( \sum_i \sqrt{t_i} \begin{bmatrix} C_{1i} & D_{11i} & D_{12i} \end{bmatrix} \right) \]
\[ = \sum_i \sqrt{t_i} \begin{bmatrix} C_{1i} & D_{11i} & D_{12i} \end{bmatrix}. \]
\tag{34}\]

where one can choose
\[ \Gamma = \sum_i \sqrt{t_i} \begin{bmatrix} C_{1i} & D_{11i} & D_{12i} \end{bmatrix}. \]
In this way, a numerical definition of the output matrix $\Gamma$ of the $H_\infty$ spatial control is achieved for the particular case of finite element models, where the degrees of freedom are the states.

6. Decentralized $H_\infty$ control

The decentralized control design problem can be obtained by imposing a block-diagonal structure to the controller. If the order of inputs and outputs in the transfer function respects physical proximity, a block diagonal structure for the controller can be obtained such as:

$$K(s) = \begin{bmatrix} K_1(s) & 0 & \cdots & 0 \\ 0 & K_2(s) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & K_p(s) \end{bmatrix},$$

where $K_i(s)$ are the local controllers.

It is difficult to formulate the decentralized control design with a problem structure that can be solved easily. When the optimization problem is formulated through linear matrix inequalities, the requirement to impose a particular structure in the decision variable $K(s)$ represents a mathematical difficulty that can lead to a non-convex problem. This difficulty motivates the investigation of other approaches for the decentralized control.

One alternative is that the original plant can be divided in several local plants with their own inputs and outputs and with spatially close actuators and sensors. In this case, it is possible to design local controllers corresponding to each plant subdivision. The closed-loop can be generated by employing these controllers along with the original plant in all its input and output signals, i.e., it is possible to solve several optimization problems such as

$$\min_{K_i(s)} \| T_i(s) \|_\infty$$

subjected to

$$K_i(s) \text{ stable}$$
$$T_i(s) \text{ stable}.$$

where the controllers $K_i(s)$ are obtained. In this case, the closed-loop is a function of all controllers and of the global plant.

Through this approach no additional mathematical development is necessary, since the solution is taken as a combination of solutions of several simultaneous optimizations problems.

7. Simulated results

Using $H_\infty$ control for both the centralized and decentralized designs the same configuration of actuators and sensors already described were adopted in order to permit to compare the results.

The control design is performed using the linear matrix inequalities formulation for the $H_\infty$ controller design using the function hinfsyn of MATLAB 7.2 (default parameters).

The parameters of the weighting filters used in this work are shown in Table 3. The same filters were employed in all simulations of this work.

A simulation test is performed according to the presented configuration of inputs and outputs. A linear sine sweep of 10 s from 0 to 2 KHz is used as a disturbance signal in all cases.
Table 3. Weighting filters parameters

7.1 Centralized control

The centralized control case is the ordinary punctual $\mathcal{H}_\infty$ applied to the finite element model of the plate described above. Control results for the centralized control are shown in time domain in Figure 4 and in frequency domain in Figure 5.

![Response – disturbance to performance](image)

Fig. 4. Centralized control - control result from disturbance signal to spatial performance output

The time scale in Figure 4 is the duration of the sweep disturbance signal, and it may be interpreted as a frequency scale. It is possible to observe a good attenuation increasing as the...
disturbance frequency increases. It is possible to notice also the presence of four predominant natural frequencies in the plate, but only in the attenuated response. In the spectral response of Figure 5 it is possible to observe clearly the four natural frequencies, but only the first and the second peaks are attenuated, achieving a reduction of approximately 50% in the amplitude. The bigger reduction on the time response of Figure 4 for the highest frequencies is due to the low damping regularly found in these structures, and the respective transient response.

7.2 Decentralized control
Frequency and time domain results for the decentralized control in contrast with centralized control are shown in Figures 6 and 7. In Figure 6 it is possible to see that the attenuation of the decentralized controller is practically the same, but just a bit less amplitude is present in the middle frequencies.
In Figure 7 this slightly bigger attenuation is not present in any of the four peaks, with a complete superposition of the responses. Once again, the difference seen in Figure 6 is due to the low damping of the plate.

**7.3 Spatial control**

In the spatial control case the performance is the spatial output defined in the original design, which in this case is a constant and equal weighting of all the nodes except for the boundary of the plate.

The first four sensors are used as performance measurements with the same control loop design for the spatial performance defined for the whole plate, in order to compare it with $H_\infty$ decentralized design. The control results obtained are shown in frequency and time response respectively in Figures 8 and 9.
Fig. 7. Centralized and decentralized control - control result from disturbance signal to spatial performance output in frequency domain

In Figure 8 it is possible to notice that the spatial attenuation is bigger than in the decentralized controller results, in the low and middle frequency regions. In Figure 9 the attenuation attained by the spatial controller is on the range around 10 and 20%, in comparison to the decentralized controller, which presented a similar result to the centralized controller on the order of 50%. This means that the spatial controller achieved indeed a good vibration attenuation result. But in the high frequency range, the two peaks once again were not attenuated.
The control signal levels for the spatial and decentralized controlled are presented in Figure 10 in the time domain. It is possible to have some insight into the behavior of the controllers results by analyzing these curves.

The closed loop frequency response, through the associated controllers efforts to attenuate the correspondent natural frequencies, is very clear on the curves of Figure 10. The spatial controller presented a bigger effort to attenuate the first and the second peaks, while the level of the decentralized controller does not reflect clearly the passage of the natural frequencies. That is the reason that made the spatial controller the better one. Other higher frequencies also presented controller effort, but the respective attenuation was not possible to be seen in the spectral responses in Figure 9. It would be interesting to further investigate if some other points of the region is presenting attenuation on these peaks.

Fig. 8. Decentralized and spatial control - control results from disturbance signal to spatial performance outputs

7.4 Control signal comparison

The control signal levels for the spatial and decentralized controlled are presented in Figure 10 in the time domain. It is possible to have some insight into the behavior of the controllers results by analyzing these curves.

The closed loop frequency response, through the associated controllers efforts to attenuate the correspondent natural frequencies, is very clear on the curves of Figure 10. The spatial controller presented a bigger effort to attenuate the first and the second peaks, while the level of the decentralized controller does not reflect clearly the passage of the natural frequencies. That is the reason that made the spatial controller the better one. Other higher frequencies also presented controller effort, but the respective attenuation was not possible to be seen in the spectral responses in Figure 9. It would be interesting to further investigate if some other points of the region is presenting attenuation on these peaks.
Fig. 9. Decentralized and spatial control - control results from disturbance signal to spatial performance outputs in frequency domain
Fig. 10. Comparison of control signal in time domain between spatial and decentralized control
8. Concluding remarks

Two recently proposed $H_{\infty}$ controller design methods dedicated to active structural vibration control were presented, and simulated results based on a finite element model of a plate were analyzed. The spatial norm based method aims to attenuate the vibration over entire regions of the structures, using the controller energy in a more effective way. The decentralized control method also tries to achieve a good energy distribution based on the application of the control effort through different controllers. A third controller, based on a standard $H_{\infty}$ design for the complete plate, and using the same sensors and actuator, was evaluated also, to serve as a comparison base.

The decentralized control presented a similar behavior to the centralized one, but with a somewhat smaller control effort. Centralized control can demand more expensive equipment and is less robust in case of failures when compared to the decentralized approach. The results validate the option for a decentralized control as opposed to the regular centralized control. The spatial control as compared to the decentralized control presented the better results in terms of attenuation. The analysis was based on the response on the same punctual performance points, instead of the complete region. But it is possible to affirm that a better attenuation on the complete region is present on the performance of this controller, based on the mathematical definition of the spatial norm.

A future investigation is related to the stability of the decentralized case, since each decentralized control can affect the others. In this work, this aspect was checked by the direct verification of the closed-loop stability, but only for the specific configuration of the four decentralized controllers considered here.

Also the choice of weighting function in the spatial control is an open problem, that heavily depends on the problem’s practical requirements.
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