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1. Introduction

Wireless sensor networks are attracting considerable attention in recent years as constituent elements of next-generation wireless networks. Determining the position information of sensor tags is extremely important, and hence, position estimation using RFIDs for sensor networks is a widely studied topic. In order to estimate these RFID tag’s position, TDOA positioning algorithm is focused on because each sensor tag is desirable of plain hardware configuration. Tag’s position is estimated to measure arrival time from tag to some reception nodes. In case of executing positioning process, Sensor tag is not necessary to synchronize with node, it is necessary to synchronize in time domain with only each node. Therefore, these features of TDOA positioning algorithm fulfill that sensor tag should be simple, independent and low power consumption. We use the NEWTON method because of its fast conversion property and its ability to yield the minimum square difference with few computations. The non-line-of-sight (NLOS) problem must be taken into consideration when employing positioning methods that involve the use of time-domain data. The problem is characterized by the fact that in addition to direct waves, reflected or diffracted waves are also incident on the target, resulting in the geometrical stretching of the obtained paths along the normal direction and a positive bias in the travel time. The resulting effect is a difference in the arrival time which, in turn, causes deterioration in the positioning accuracy. In this paper, in order to mitigate the influence of the NLOS propagation, we propose the iterative delay compensation algorithm based on NEWTON algorithm which improves the accuracy of positioning using the DCF and shift vector compensation (SVC) algorithm. In the proposed method, hypothetical coordinates are estimated by using the conventional NEWTON method. Then, the node positions and distances are derived from the estimated coordinate information. DCF is used to compensate for the difference between the calculated reception time and the actual measured time. The propagation delay included in the measured value is reduced step-by-step by repeatedly applying the compensation function. This helps in minimizing the effect on the line-of-sight (LOS) node, resulting in improved positioning accuracy. Next, the estimation accuracy is improved by compensating the influence vector caused by NLOS delays in the temporarily estimated positions by using the node distributions and geometrical relations among the estimated positions. The iterative algorithm using DCF and SVC fulfills high accuracy of positioning even in an NLOS environment. Furthermore, we make an experiment of TDOA tracking system using
tag and node. The experiments show that tracking accuracy is improved and abnormal tracking position estimation is reduced.

2. Positioning system model and positioning algorithm

In this section, we state positioning system model of TDOA and a principle of the TDOA positioning algorithm.

2.1 System Model

Let us assume that positioning is to be carried out in a two-dimensional field. The component elements comprise mobile devices defined as tags, which are the targets for positioning, and fixed devices with known positions, defined as nodes. The tags send only signal and nodes receive only messages from the tags. The nodes need be synchronized among themselves. Time distance of arrival information is extracted by means of reception signal from the tags to nodes. In concrete terms, tag sends a signal to each node \((x_i, y_i) [i = 1...M]\), and calculates the distance difference on the basis of the time required for the signal to receive. \(M\) denotes the number of nodes. This information is transmitted to the master node where the position is estimated by using signal processing. Signal losses that occur during the signal transmission are not considered. The distance between the nodes and tags is obtained as follows: Let us assume that \(T_{\text{start}}\) is the transmission time, \(T_r\) is the reception time, and \(c\) is the speed of light. The reception time \(T_i\) from the tag to the node is as shown below:

\[
T_i = T_r - T_{\text{start}}
\]  

Then, the propagation distance \(D_i\) is

\[
D_i = c \times T_i
\]  

Fig. 1. Positioning situation
Since we are assuming that the distance between a node and a tag is calculated on the basis of signal transmission between the two, we can assume that the preamble portion of the packet is used. Distance calculation is based on the synchronization of the preamble. In the case of multiple incoming signals, the time of arrival of the signal taking the longest path is considered to be the reception time.

2.1 Principle of TDOA positioning algorithm

In this section, we show TDOA positioning method. The positioning system configuration considered in this paper is shown in Fig. 2.

![Fig. 2. TDOA principle](image)

The number of node is $M$ and these nodes have the information of position of $x_i, y_i$. Each node receives the signal of tag and tag's position is estimated using TDOA of each node. In TDOA system, the synchronization between tag and each node is not necessary. Therefore, the distance information is derived by comparing the received time of nodes and multiplying speed of light.

2.2 NEWTON algorithm

NEWTON algorithm is a linear search and an iterative algorithm. It is the algorithm of converging into true position by deriving the relative shift value from the gradient information. In other words, it starts with an initial guess, and improves the estimate at each step using least-squares. At first, distance difference of arrival (DDOA) $R_{ij}$ computed by each combination of nodes is given by

$$R_{ij} = R_i - R_j = c(t_i - t_j)$$

where $R_i$ is distance between tag and each node, $t_i$ is arrival time of each node. First, likelihood computation at arbitrary position $P(m_0, n_0)$ is performed.

$$D(m_0, n_0) = \sqrt{(x_i - m_0)^2 + (y_i - n_0)^2} - \sqrt{(x_j - m_0)^2 + (y_j - n_0)^2}$$

(3)
\[ \Delta R_i = R_i - D_i \left( m_i, n_i \right) \]  

(5)

The gradient of \( R_{ij} \) evaluated in a initial position is expressed as

\[
\frac{\partial R_{ij}}{\partial x} \bigg|_{x=0} \hat{x} + \frac{\partial R_{ij}}{\partial y} \bigg|_{y=0} \hat{y} 
\]

(6)

where

\[
\frac{\partial R_{ij}}{\partial x} = -\frac{x_i - x_0}{\sqrt{(x_i - m_i)^2 + (y_i - n_i)^2}} + \frac{x_j - x_0}{\sqrt{(x_j - m_i)^2 + (y_j - n_i)^2}} 
\]

(7)

And similarly for \( \frac{\partial R_{ij}}{\partial y} \).

Let \( G \) be the gradient matrix given by

\[
G = \begin{bmatrix}
\frac{\partial R_{12}}{\partial x} & \frac{\partial R_{12}}{\partial y} \\
\frac{\partial R_{13}}{\partial x} & \frac{\partial R_{13}}{\partial y} \\
\vdots & \vdots \\
\frac{\partial R_{(M-1)M}}{\partial x} & \frac{\partial R_{(M-1)M}}{\partial y}
\end{bmatrix}
\]

(8)

Let \( \Delta(x, y) \) be the adjustment matrix defines as

\[
\Delta(x, y) = (G^T G)^{-1} G^T \Delta R
\]

(9)

such that \( x_0 \leftarrow \Delta x + x_o, y_0 \leftarrow \Delta y + y_0 \). The process is repeated iteratively till \( \Delta(x, y) \equiv (0, 0) \).

**2.2 NLOS problem and delay modeling**

If there are no differences among the arrival times of the signal from different nodes, the tag positions can be estimated very accurately. However, in general, this is not the case because node clock differences, the time resolution of the devices, and the NLOS problem. NLOS is the geometrical enlargement of the propagation path that occurs because of the presence of obstacles between the transmission and reception points. The fact that only reflected or diffracted waves arrive instead of the direct waves is responsible for the geometrical enlargement of the propagation time and the positive bias in the arrival time. This is illustrated in Fig.3.

This effect causes an error in the measurement of the arrival time, and results in the deterioration of positioning performance. In addition, a reception time error exists at the nodes and is expressed as a Gaussian error (Additive White Gaussian Noise: AWGN). The error is caused by factors such as time resolution limitation, jitter, and internal clock offset; this error also results in the deterioration of positioning accuracy. Therefore, the arrival time \( t_i \) can be written as

\[
t_i = T_o + T_A + T_N
\]

(10)
Here, $T_0$ is the true arrival time, $T_A$ is the AWGN error, and $T_N$ is the error caused by NLOS. The multiplication of these parameters with $c$ yields distances, and the distance of arrival $R_i$ is expressed as

$$R_i = R_0 + R_A + R_N$$  \hspace{1cm} (11)

Here, $R_0$ is the arrival distance, $R_A$ is the error in the arrival distance, and $R_N$ is the error caused by NLOS delay. Hereafter, for the sake of uniformity of units, our analysis will be carried out after converting all time parameters into distances. As previously mentioned, the errors in the distance calculated on the basis of TOA are expressed as AWGN, and their probability density function (PDF) is expressed as a Gaussian function of the form shown below:

$$P(R_A | x) = \frac{1}{\sigma} \exp\left(-\frac{x^2}{2\sigma^2}\right)$$  \hspace{1cm} (12)

Fig. 4. IEEE.802.15.4a propagation PDF CM1(LOS)

Here, $\sigma$ denotes the variance. The NLOS delay measurements are supposed to be carried out in an indoor environment using UWB (more specifically Home CM1/CM2). The probability distribution function used for modelling delays is the one based on IEEE.802.15.4a for UWB analysis. The actual reception time is the time taken for receiving the waves that travel along the path associated with the largest peak of the received signal. For $R_N$, the sum of the Generalized Extreme Value (GEV) distribution and Lognormal Distribution function (shown in Fig.4) is used for obtaining the LOS (CM1), while the PDF expressed as a Weibull distribution function, shown in Fig.5, is used for NLOS (CM2). Whether the value of $R_N$ to be added to the received time in each node is LOS or NLOS depends upon a parameter called NLOS Rate. This parameter is based on the probability that the node is in an NLOS environment.
In order to compensate for the time delay caused by NLOS propagation, we consider a procedure in which the delays added to NLOS nodes are compensated in a step-by-step manner; we try to avoid modifying the parameters associated with LOS nodes. First, on the basis of the information obtained from all the nodes, the NEWTON method is used to obtain a preliminary estimate of the coordinates. Then, the transmission time is obtained by reverse calculation by using these coordinates. We assume that the greater the difference between this time value and the measured value, the larger is the effect of NLOS propagation on the measured value. An appropriate function derived using the above results is used to compensate for the time delay. In the absence of an error in the preliminary estimated coordinates, the derived NLOS delay is also correct. However, in practice, there is an error in the preliminary estimated coordinates, and therefore, there is no guarantee that a correct NLOS delay can be estimated if the correction is performed by considering the above-mentioned assumption. As previously mentioned, a naive correction may affect not only NLOS nodes but also LOS nodes, and therefore, the positioning accuracy cannot be improved to a satisfactory level. In order to resolve this problem, positioning estimation is carried out for minimizing the effect of delays on LOS nodes by performing compensation in a step-wise manner, starting from large NLOS delays.

### 3.1 Delay compensation function

In this section, we discuss the modeling of a function that can be used for correcting the NLOS delay. Basically, the propagation time is estimated by calculating the distance from the nodes to the preliminary coordinates of a tag. In addition, the preliminary NLOS delay is obtained by subtracting the distance between the preliminary estimated position and the position of the node from the distance calculated by multiplying the measured time.
multiplied by the speed of light. Here, the closer the preliminary estimated position is to the true value, the more accurate is the estimated NLOS delay. Therefore, it is not desirable to correct all NLOS delays simultaneously. By correcting large NLOS delays first and then proceeding gradually to smaller NLOS delays, the errors in preliminary estimated positions also decrease in a gradual manner, enabling a more appropriate compensation of the NLOS delay. Below is a more detailed description. 

The preliminary NLOS delay (distance) is expressed by the following equations:

\[
D_{\text{NLOS}}^i = R_i - D_i 
\]  
(13)

\[
D_i = \sqrt{(x_i - X_{\text{true}})^2 + (y_i - Y_{\text{true}})^2} 
\]  
(14)

As explained in section 2.2 a node under the influence of NLOS has a positive value added to its true arrival time. Therefore, there is a higher probability that the coordinates of preliminary estimated positions shift in a direction opposite to the direction of influence of NLOS. As a consequence, for example, an error in this preliminary estimated position may produce the following influence.

- \(D_{\text{NLOS}}^i\) of a LOS node on the opposite side of the NLOS node outputs a positive value.
- \(D_{\text{NLOS}}^i\) of a LOS node on the same side as the NLOS node outputs a negative value. 

Therefore, it is difficult to perform adequate compensation simply by correcting the preliminary NLOS delay that is the output here. 

Proper compensation requires the setting of a reference value that can be used in the positioning NLOS delay equation. The reference value is expressed as \(D_{\text{basis}}\), and is changed according to the rules given below: 

First, the largest of all \(D_{\text{NLOS}}^i\) values is selected;

\[
D_{\text{NLOS max}} = \max [R_i - D_i]_{i=1...M} 
\]  
(15)

Similarly, smallest of all \(D_{\text{NLOS}}^i\) values is selected;

\[
D_{\text{NLOS min}} = \min [R_i - D_i]_{i=1...M} 
\]  
(16)

As the maximum value approaches the reference value, only \(D_{\text{NLOS}}^i\) of the nodes affected by large NLOS delays tend to assume positive values; this has negligible influence on the LOS nodes. On the other hand, the nodes that are affected by other NLOS delays are not adequately compensated. In contrast, if the reference is close to the minimum value, \(D_{\text{NLOS}}^i\) of almost all the nodes become positive; thus making it possible to compensate for the NLOS delays for all the nodes. However, if the error in the preliminary estimated positions is large, its influence on the LOS nodes tends to be significant. Therefore, by setting the reference value closer to the maximum value \(D_{\text{NLOS max}}\) in the first iteration, compensating the NLOS delay, and dynamically setting the reference to values closer to zero, it is possible to correct only the NLOS error and lessen the influence on the LOS nodes since the error in the preliminary estimated positions decreases at later stages. This is shown in equation 17.

\[
D_{\text{basis}} = D_{\text{NLOS max}} - (D_{\text{NLOS max}} - D_{\text{NLOS min}}) \frac{IN_k}{IN_{\text{max}}} 
\]  
(17)
Here, \( \text{INmax} \) is the total number of iterations, and \( \text{INk} \) denotes the \( k \)-th iteration. Then, using \( \text{Dbasis} \), the equation for the compensation value \( \text{DCi} \) is reconstructed as

\[
D'_i = D_{\text{NLOS}}^i - D_{\text{basis}}
\]

(18)

The delay compensation function (DCF) for each node \( \text{DCF}(\text{DNLOS}_i) \) corrects only the positive component, and is expressed as follows:

\[
\text{DCF}(\text{DNLOS}_i) = \begin{cases} 
0 & (D'_i < 0) \\
D'_i & (D'_i > 0)
\end{cases}
\]

(19)

This value is arranged such as

\[
R'_i \leftarrow R_i - \text{DCF}(\text{DNLOS}_i)
\]

(20)

and next positioning process is performed using this \( R'_i \). Finally, these processes are repeated (\( \text{INk}=1\sim\text{INmax} \)).

### 3.2 Compensating the positioning shift resulting from the relative position between node and tag

#### 3.2.1 Basic principle

As previously mentioned, the existence of NLOS delay causes a positive bias to be added to the actual distance, deteriorating the positioning accuracy. However, a problem arises: the bias tends to push the estimated position farther away from the node under consideration and with respect to the actual position. In other words, the effect is similar to that of a vector whose reference is the line joining each node to the tag position. In the present paper, the above vector is referred to as "shift vector". It is possible to partially alleviate this effect by means of the NLOS delay-compensation process on the basis of a DCF. However, if the error associated with the initial estimation that is based on raw information from all nodes is too large, it becomes difficult to alleviate the effect of NLOS in a satisfactory manner. Therefore, it is necessary to alleviate the effect through an analysis of geometrical relations. In addition, enhancing the synergy effect that exists with respect to DCF by improving the precision of the initial positioning estimation, appears to be possible. Hereinafter, the present algorithm is referred to as Shift Vector Compensation (SVC).

#### 3.2.2 Mathematical expression

First, as in the case of the previously mentioned algorithm, TDOA positioning is carried out using raw data obtained from all the nodes. The determined position is \( X_{\text{tem}}, Y_{\text{tem}} \). The shift vector that results from a delay originating from an arbitrary node \( i \) and \( j \) is expressed by the following equation:

\[
V_i = \begin{bmatrix} X_{\text{tem}} - x_i \\ Y_{\text{tem}} - y_i \end{bmatrix}
\]

(21)

\[
V_j = \begin{bmatrix} X_{\text{tem}} - x_j \\ Y_{\text{tem}} - y_j \end{bmatrix}
\]

(22)
This unit vector is expressed as follows:

\[
V_i = \frac{X_{\text{true}} - x_i}{\sqrt{(X_{\text{true}} - x_i)^2 + (Y_{\text{true}} - y_i)^2}}
\]

(23)

Similarly, \( \frac{V_j}{|V_j|} \) is computed, too.

When distance difference of arrival between node A and node B in Fig.6 is computed, if NLOS delay is added into node B, each vector influenced by NLOS is represented as vector \( a \) and \( b \). Vector \( b \) is the unite vector from position B to TEP and vector \( a \) is the unite inverse vector from position A to TEP. Additionally, the sum vector of each unit shift vector is represented as vector \( c \).

Fig. 6. Shift vector principle

Therefore, the resultant shift vector is obtained by a summation of the unit shift vector divided by the number of nodes multiplied by the preliminary NLOS delay. Number of combination of nodes is \( M\binom{M}{2} = \frac{M(M-1)}{2} \). Then, the sum of absolute value of all shift vectors is represented as

\[
Z = \frac{1}{M\binom{M}{2}} \sum_{i=1}^{M-1} \sum_{j=i+1}^{M} \left| \frac{V_i}{|V_i|} - \frac{V_j}{|V_j|} \right|
\]

(24)

where this value \( Z \) is sum of scalar value. Next, the iteration process of shift vector is performed same as the process using DCF.

\[
D_i^T = D_{NLOS} - (D_{NLOS_{\text{max}}} - D_{NLOS_{\text{min}}})(1 - \frac{INV_i}{INV_{\text{max}}})
\]

if \( D_i^T < 0 \) \( D_i^T = 0 \)

(25)
If $D_{Ti}$ is smaller than 0, $D_{Ti}$ becomes 0. Therefore, the $D_{Ti}$ is the extracted value over basis value. $INV_i$ and $INV_{\text{max}}$ denotes the L-th iteration and total iteration number respectively in SVC process. Therefore, shift vector is represented as

$$
\begin{bmatrix}
X_s \\
Y_s
\end{bmatrix} = \frac{1}{M^2} \frac{1}{Z} \frac{INV}{INV_{\text{max}}} \sum_{j=1}^{M} \sum_{j=1}^{M} (D_{j}^T - D_{j}^T) \left( V_{j} - V_{j} \right)
$$

if $D_{NLOS_i} < 0$, $D_{NLOS_i}^{NLOS} = 0$, if $D_{NLOS_i} < 0$, $D_{NLOS_i}^{NLOS} = 0$  \hspace{1cm} (26)

Furthermore, it is possible to further adjust the estimated position to a value closer to the true position by subtracting the shift vector from the estimated position. Next, $X_S$ and $Y_S$ is compensated from $X_{\text{tem}}$ and $Y_{\text{tem}}$ respectively.

$$
X_{\text{tem}} \leftarrow X_{\text{tem}} - X_i \\
Y_{\text{tem}} \leftarrow Y_{\text{tem}} - Y_i
$$

The equation (26) and (27) are repeated ($INV_1=1$~$INV_{\text{max}}$). Finally, compensated position is output.

### 3.2.2 Embedding into the iterative process

We now describe a method to embed SVC into the iterative process described in the previous section. Basically, the portion used in the SVC was taken after excluding the portion compensated by the delay compensation algorithm. Using compensated arrival distance $R'_i$ of equation (20), SVC algorithm is performed. In other words, this equation shows that as the iterative process advances, the portion to be compensated by using SVC decreases with an increase in the compensation by using DCF. In addition, because of the synergy effect of the iterative DCF and SVC, delay compensation is more effective than that achieved by these methods separately, possibly resulting in better estimation accuracy.

### 4. Simulation

A simulation is carried out to compare the different approaches presented so far. Shown below is a description of the simulation method used. A comparison is carried out among the iterative algorithm using the DCF function (referred to as Iteration), the SVC algorithm, and a combination of the iterative algorithm and SVC (referred to as Iterative SVC). The structure of the room may be a conventional cube or cuboid; in either case, from a geometrical perspective, the effect is more pronounced if the nodes taken as references are uniformly distributed with sufficiently large distances between them. On the contrary, if the reference nodes are distributed only along a straight line, the obtained accuracy may not be as expected.

#### 4.1 Evaluating changes introduced in AWGN parameters

In this evaluation, the iterative algorithm is evaluated in terms of the appropriate number of iterations. If the number of iterations is small, the compensation is carried out while the preliminary estimated position is under the influence of NLOS delay, and this is used as a reference for further compensations. For that reason, the highly reliable LOS nodes are also
Table 1. Simulation parameters

<table>
<thead>
<tr>
<th>Field</th>
<th>30x30 [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tag position distribution</td>
<td>At random within the field</td>
</tr>
<tr>
<td>Number of trials</td>
<td>10000</td>
</tr>
<tr>
<td>Node position error</td>
<td>0 [m]</td>
</tr>
<tr>
<td>AWGN parameter</td>
<td>0.3 [m]</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>9</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>5</td>
</tr>
<tr>
<td>NLOS rate</td>
<td>0.5</td>
</tr>
</tbody>
</table>

The nodes are arranged in the system of coordinates illustrated in Figure 7.

Fig. 7. Node distribution

affected, resulting in an error in the estimation of the final positioning. On the other hand, if the number of iterations is large, the influence on LOS nodes is reduced however the computational cost may increase. Fig.8 illustrates the effect of the number of iteration on the actual estimation.

As shown in Fig.8, the results indicate that for the Iteration and Iterative SVC algorithms the accuracy improves as the number of iterations increases. A possible reason for this increase is that by increasing the number of estimation correction steps, the amount of compensation required per step decreases, alleviating the effect on NLOS nodes. However, it is worth noting that the accuracy does not increase significantly when the number of iterations exceeds 5~7 especially in Iterative SVC algorithm.

The reason is that NLOS errors can be compensated enough in a few steps by the synergy effect with Iterative algorithm and SVC algorithm.

4.2 Evaluating changes introduced in AWGN parameters

Fig.9 shows the results of changes introduced in the AWGN parameters of each node. The first conclusion that the characteristics of Iteration, SVC, and Iterative SVC algorithms
improve than NEWTON algorithm. As a general rule, the Iterative SVC case exhibits the best characteristics in small AWGN error, however as the AWGN error increases, the difference between the characteristics of different methods tends to decrease. When the AWGN error is large, the Iteration algorithm outperforms the Iterative SVC algorithm. A possible explanation for this is that the large AWGN error causes a general drop in the reliability, which in turn deteriorates the reliability of the shift vector itself.

Fig. 9. RMSE evaluation changing AWGN parameter

4.3 Evaluation of changes in NLOS rate

Fig.10 shows the results of the changes introduced in NLOS Rate for each node. NLOS Rate corresponds to the ratio of NLOS(CM2) terminals in the entire set of nodes. The others are LOS(CM1), and the delay PDFs are individually affected. Fig.10 shows that the characteristics of the Iteration and SVC are similar, however they are outperformed by the Iterative SVC algorithm. In addition, when the NLOS rate is zero, i.e., when only AWGN is present at each node, this result changes slightly. This happens because the algorithm performs some correction for any NLOS delay that may exist, however its performance decreases in other environments. In concrete terms, in the Iteration algorithm, a part of AWGN is interpreted as NLOS even though there is no NLOS delay. In the Iterative SVC algorithm, even when no geometrical shifts exist, compensation is performed in another direction. However, these problems do not cause a significant deterioration.
Fig. 10. RMSE evaluation changing NLOS rate

5. Tracking experiment by transmission tag and reception node

In this section, we perform the tracking experiment by using prototype device in NLOS environment. These devices are made in Fujitsu Co., Ltd. and Fujitsu Component Co., Ltd. This appearance of tag is shown in Fig.11 and the appearance of node is shown in Fig.12.
Reception nodes are distributed fixedly and the position of each node is listed in table \ref{tb:experiment}.

Fig. 12. Node appearance

Fig. 13. Tracking situation
Table 2. Each node position for tracking experiment

<table>
<thead>
<tr>
<th>Node</th>
<th>X Position [m]</th>
<th>Y Position [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node 1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Node 2</td>
<td>4.228</td>
<td>0</td>
</tr>
<tr>
<td>Node 3</td>
<td>8.456</td>
<td>0</td>
</tr>
<tr>
<td>Node 4</td>
<td>12.684</td>
<td>0</td>
</tr>
<tr>
<td>Node 5</td>
<td>12.684</td>
<td>5.436</td>
</tr>
<tr>
<td>Node 6</td>
<td>8.456</td>
<td>5.436</td>
</tr>
<tr>
<td>Node 7</td>
<td>4.228</td>
<td>5.436</td>
</tr>
<tr>
<td>Node 8</td>
<td>0</td>
<td>5.436</td>
</tr>
</tbody>
</table>

Height of each node is 2 [m].

And, tag's position is estimated in the case of low-grade NLOS which tag is held up over human head, and in the case of serious NLOS which tag is held on breast side of human body. Tag is moved along the sides of the drawn rectangle. If signal from tag to node is vanished, available node is reduced, and if the number of available node is less or equal three, system outputs impossibility to estimate position. If estimated position is greatly exceeds the range covered by all nodes, previous once estimated result is output. Under this condition, NEWTON method which is conventional method and Iterative SVC algorithm which is proposed method is shown in Fig.13 and 14.

Fig. 14. Tracking result in low-grade NLOS environment

Fig.14 is low-grade NLOS situation, and Fig.15 is serious NLOS situation. These results show that positioning error occurs at several position in conventional method, however proposed method can decrease the error, and can improve the accuracy of positioning and tracking.
6. Conclusions

In the present paper, we proposed novel TDOA algorithm for reducing the error in the positioning estimation by using a positioning system in an UWB environment. In this process, a provisional position is first estimated using the NEWTON method. We then considered an NLOS delay compensation and a compensating function to alleviate the effect on LOS propagation. Then, we developed an adaptive system in which the function is adaptively renewed according to the number of iterations. This way, the vector expressing the relative positions of nodes and tags as well as the vector that corrects the vector resulting from NLOS delay were corrected. By repeating the above process for a certain number of times, an algorithm to gradually improve the positioning accuracy was developed. As previously shown in the explanation of the system model, the basic application scope of the present algorithm is an indoor environment using UWB with small signal loss. For each node, we assume the existence of the influence of a delay distribution on the basis of AWGN components and IEEE.802.15.4a, however the present algorithm may be extended to other types of delay distribution environments as well. Finally, we perform the experiment of tag tracking using TDOA system. This result shows that proposed method can mitigate abnormal tracking and improve accuracy.

The topics to be dealt with in the future are tag displacement, and extension to three dimensions. Extending to three dimensions would require the calculation of the height.
coordinate, which would influence the amount of computation and accuracy. It seems possible to use the existing positioning algorithm for three-dimensional analyses.

7. Acknowledgment

Part of the present research received support from the Global COE Program "Creating innovation by the integration of Medicine and Engineering using information and communication" of Yokohama National University. We express our deepest gratitude to all the people.

8. References


Wei-Kai CHAO Kuen-Tsair LAY , "Mobile Positioning and Tracking Based on TOA/TSOA/TDOA/AOA with NLOS-Reduced Distance Measurements", IEICE TRANSACTIONS on Communications Vol.E90-B No.12 pp.3643-3653

S.Al-Jazzar, J.Caffery, “ML and Bayesian TOA Location Estimators for NLOS Environments", VTC2002-Fall pp.1178-1181


Zhu XIAO, Ke-Chu YI, Bin TIAN and Yong-Chao WANG,”UWB Localization for NLOS under Indoor Multipath Channel: Scheme and TOA Estimation”, IEICE Transactions on Communications 2008 E91-B(10):3391-3394; doi:10.1093/ietcom/e91-b.10.3391
With the increased adoption of RFID (Radio Frequency Identification) across multiple industries, new research opportunities have arisen among many academic and engineering communities who are currently interested in maximizing the practice potential of this technology and in minimizing all its potential risks. Aiming at providing an outstanding survey of recent advances in RFID technology, this book brings together interesting research results and innovative ideas from scholars and researchers worldwide. Current Trends and Challenges in RFID offers important insights into: RF/RFID Background, RFID Tag/Antennas, RFID Readers, RFID Protocols and Algorithms, RFID Applications and Solutions. Comprehensive enough, the present book is invaluable to engineers, scholars, graduate students, industrial and technology insiders, as well as engineering and technology aficionados.

How to reference
In order to correctly reference this scholarly work, feel free to copy and paste the following: