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1. Introduction

Orthogonal Frequency Division Multiplexing (OFDM) has been perceived as one of the most effective transmission schemes for multipath propagation channels. It has been widely adopted in most of the digital video broadcasting (DVB) standards such as DVB-T in Europe, DMB-T in China, FLO in North America, ISDB-T in Japan. The major reason for this success lies in the capability of OFDM to split the single channel into multiple parallel intersymbol interference (ISI) free subchannels. It is easily carried out by implementing Inverse Fast Fourier Transform (IFFT) at the transmitter and Fast Fourier Transform (FFT) at the receiver [1]. Therefore, the distortion associated to each subchannel, also called subcarrier, can be easily compensated for by one coefficient equalization. For that purpose, the receiver needs to estimate the channel frequency response (CFR) for each subcarrier. In the DVB-T standard [2], one subcarrier over twelve is used as pilot for CFR estimation as illustrated in Fig. 1, i.e. symbols known by the receiver are transmitted on these subcarriers. Thus, the receiver is able to estimate the CFR on these pilot subcarriers and to obtain the CFR for any subcarrier using interpolating filtering techniques [3]. Nevertheless, OFDM systems are very sensitive to synchronization error such as carrier frequency offset (CFO) or sampling frequency offset (SFO) [4]. Indeed, when the carrier frequency or the sampling frequency of the transmitter and the receiver are not equal, the orthogonality between the different subcarriers is lost which can lead to strong intercarrier interference (ICI) effects [4]. This is why in addition to the scattered pilot subcarriers used for CFR estimation, continuous pilot subcarriers have been defined in the DVB-T standard [2] to estimate the CFO and the SFO [5]. Fig. 1 depicts the locations of the data subcarriers and the pilot subcarriers over the time and frequency grid as defined in the DVB-T standard. The originality of this work is to reduce the overhead part resulting from pilot insertion by using a joint CFR, CFO and SFO estimation approach based on a linear precoding function. Eventually, these pilots dramatically reduce the spectral efficiency and the useful bit rate of the system. The basic idea consists in using a two-dimensional (2D) linear...
precoding matrix before the OFDM modulation, and to dedicate one of the precoding sequences to transmit a so-called spread pilot information [6]. It will be showed that these spread pilots can provide a diversity gain for some estimators. Moreover, the 2D linear precoding function improves the flexibility of the system compared to the DVB-T standard. This chapter is organized as follows. In section 2, we describe the proposed transmitter scheme based on spread pilots. The transmitted signal and the pilot symbols insertion technique are studied. In section 3, the proposed channel estimation principle based on spread pilot is described in perfect synchronization case. The analytical expression of the mean square error (MSE) of the estimator is derived. Some simulation results in term of bit error rate (BER) of the proposed CFR estimation are given and compared with those of the DVB-T standard. The proposed synchronization algorithms are presented in section 4. Two different stages of CFO and SFO estimations are considered. The first one is dedicated to the fine synchronization. The second one is used to estimate the residual CFO and SFO. Some simulation results in term of BER and mean square error (MSE) of the estimators are given and analyzed. Finally, we conclude this chapter by a general comparison between the proposed system based on spread pilots and the DVB-T standard in term of performance, complexity and flexibility.

2. Transmitter scheme

The transmitter structure on which spread pilot principles are based is depicted in Fig. 2. We consider an OFDM communication system using \( N \) subcarriers, \( N_u \) of which being active, with a guard interval size of \( \upsilon \) samples. In the first step, data bits are encoded, interleaved and converted to complex symbols \( x_{t,s} \)[i], assumed to have zero mean and unit variance. These data symbols are then interleaved before being linearly precoded (LP) by a sequence \( c_i \) of \( L \) chips, with \( 0 \leq i \leq L = 2^n \) and \( n \in \mathbb{N} \). The sequences used for the precoding function are the well-known Walsh-Hadamard (WH) codes [7] [8]. They have been chosen for their orthogonality property. The chips obtained are mapped over a subset of \( L = L_t \times L_f \) subcarriers, with \( L_t \) and \( L_f \) defined as the time and frequency spreading factors respectively. The first \( L_t \) chips are allocated in the time direction. The next blocks of \( L_t \) chips are allocated identically on the adjacent subcarriers as illustrated in Fig. 3. Therefore, the 2D chip mapping follows a zigzag in time. Let us note that the way of applying the 2D chip mapping does not change significantly the system performance [9].
Inspired by pilot embedded techniques [10], spreading the pilot symbols consists in transmitting low level pilot-sequences concurrently with the data. In order to reduce the cross-interferences between pilots and data, the idea is to select a pilot sequence which is orthogonal with the data sequences. This is obtained by allocating one of the WH orthogonal sequences $c_p$ to the pilots symbols $x_{t,s}[p]$ on every subset of subcarriers. Contrary to the DVB-T system where the pilot symbols are transmitted by only a few subcarriers, in the proposed system each active subcarrier conveys a part of the spread pilot information. Consequently, numerous observation samples are available and the estimators can benefit from the frequency diversity of the channel over the whole bandwidth. Nevertheless, since each pilot symbol is superimposed to $(L - 1)$ data symbols, as illustrated in Fig. 3, a term of interference appears if the orthogonality is lost.

To derive the appropriate estimation algorithms in the sequel, we need to formalize the transmitted signal expression. Therefore, we define a frame as a set of $L_t$ adjacent OFDM symbols, and a sub-band as a set of $L_f$ adjacent subcarriers. In order to distinguish between the different subsets of subcarriers, let us denote $t$ and $s$ the indexes referring to the frame and the sub-band respectively, with $0 \leq s \leq S - 1$. Given these notations, we can express the signal transmitted on a subset of subcarriers $(t, s)$:

$$y_{t,s} = C \cdot P \cdot x_{t,s}$$  \hspace{1cm} (1)
where \( \mathbf{x}_{t,s} = [x_{t,s}[0] \ldots x_{t,s}[i] \ldots x_{t,s}[L-1]]^T \) is the complex symbol vector, \( \mathbf{P} = \text{diag}\{\sqrt{P_0} \ldots \sqrt{P_{i}} \ldots \sqrt{P_{L-1}}\} \) is a diagonal matrix which elements are amplitude weighting factors associated to symbols, and \( \mathbf{C} = [c_0 \ldots c_i \ldots c_{L-1}] \) is the WH precoding matrix which \( i \)th column corresponds to \( i \)th precoding sequence \( c_i = [c_i[0, 0] \ldots c_i[q, n] \ldots . c_i[L-1,L_f-1]]^T \). We assume normalized precoding sequences, i.e. \( c_i[q, n] = \pm \frac{1}{\sqrt{L}} \). Note that power factor \( P_p \) can advantageously be used as a boost factor for pilot symbols in order to help CFR estimation and synchronization procedures. Since the applied 2D chip mapping follows a zigzag in time, \( c_i[q, n] \) is the \((n \times L_t + q)\)th chip of the \( i \)th precoding sequence \( c_i \). Hence, the signal transmitted on the \( q \)th OFDM symbol and the \( n \)th subcarrier of the subset of subcarriers \((t, s)\) writes:

\[
y_{t,s}[q,n] = \sum_{i=0}^{L-1} \sqrt{P_t} \ x_{t,s}[i] \ c_i[n \times L_t + q]
\]

\[\text{(2)}\]

### 3. Channel estimation

#### A. Principles

Let us define \( \mathbf{H}_{t,s} = \text{diag}\{h_{t,s}[0, 0] \ldots h_{t,s}[q, n] \ldots h_{t,s}[L-1,L_f-1]\} \) as the \([L \times L]\) diagonal matrix of the channel frequency coefficients associated to a given subset of subcarriers \((t, s)\).

In perfect synchronization case and considering that the guard interval can absorb all the interference due to previous symbols, after OFDM demodulation and 2D chip de-mapping the received signal simply writes:

\[
\mathbf{z}_{t,s} = \mathbf{H}_{t,s} \mathbf{y}_{t,s} + \mathbf{w}_{t,s}
\]

\[\text{(3)}\]

where \( \mathbf{w}_{t,s} = [w_{t,s}[0, 0] \ldots w_{t,s}[q, n] \ldots w_{t,s}[L-1,L_f-1]]^T \) is the additive white Gaussian noise (AWGN) vector having zero mean and variance \( \sigma_w^2 = E\{|w_{t,s}[q, n]|^2\} \).

**Fig. 4.** Channel estimation scheme based on spread pilot

Fig. 4 depicts the receiver structure based on spread pilot CFR estimation. The basic idea of the proposed spread pilot CFR estimation algorithm is to estimate one average channel frequency coefficient \( \hat{h}_{t,s} \) by subset of subcarriers \((t, s)\). It is obtained by deprecoding the received signal \( \mathbf{z}_{t,s} \) by the pilot sequence \( \mathbf{c}_p^H \) and then dividing by the pilot symbol known by the receiver:
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Let us denote \( C_u = [c_0 \ldots c_i \neq p \ldots c_{L-1}] \) the \([L \times (L-1)]\) useful data precoding matrix, \( P_u = \text{diag} \{ \sqrt{P_0} \ldots \sqrt{P_{i \neq p}} \ldots \sqrt{P_{L-1}} \} \) the \([(L-1) \times (L-1)]\) diagonal matrix which entries are the amplitudes assigned to the data symbols, and \( x_{t,s}^{(u)} = [x_{t,s}[0] \ldots x_{t,s}[t \neq p] \ldots x_{t,s}[L-1]]^\top \) the \([(L-1) \times 1]\) data symbols vector. Given these notations, (4) can be rewritten as:

\[
\hat{h}_{t,s} = \frac{1}{\sqrt{P_p x_{t,s}[p]}} \left( c_p^\top H_{t,s} c_p \sqrt{P_p x_{t,s}[p]} + c_p^\top H_{t,s} C_u P_u x_{t,s}^{(u)} + c_p^\top w_{t,s} \right) \\
= \frac{1}{L} \text{tr} \{ H_{t,s} \} + \frac{1}{\sqrt{P_p x_{t,s}[p]}} \left( c_p^\top H_{t,s} C_u P_u x_{t,s}^{(u)} \right) + \frac{1}{\sqrt{P_p x_{t,s}[p]}} \left( c_p^\top w_{t,s} \right) \\
= \hat{h}_{t,s} + \Xi_{\text{MCI}}(t,s) + \Xi_{\text{WGN}}(t,s)
\]

The first term \( \hat{h}_{t,s} \) actually corresponds to the average CFR globally experienced by the subset of subcarriers \((t,s)\). The second term represents the multiple code interference (MCI). It results from the loss of orthogonality between the precoding sequences caused by the variance of the channel frequency coefficients over the subset of subcarriers \((t,s)\). One can actually check that if the channel coefficients are the same over the subset of subcarriers \((t,s)\) which implies \( H_{t,s} = \hat{h}_{t,s} I \), with \( I \) the \([L \times L]\) identity matrix, the MCI term is null because of the orthogonality between the sequences \( c \). The last term is the noise sample obtained after despreading. Finally, the estimated channel frequency coefficient (5) is used to equalize the \((L-1)\) data symbols spread over the same subset of subcarriers.

\section*{B. Estimator analysis}

In order to analyze the theoretical performance of the proposed estimator, we propose to derive its MSE expression under the assumption of a wide-sense stationary uncorrelated scattering (WSSUS) channel [11].

\[
\text{MSE} \left\{ \hat{h}_{t,s} \right\} = E \left\{ \left( \hat{h}_{t,s} - \tilde{h}_{t,s} \right)^2 \right\} \\
= E \left\{ \left| \Xi_{\text{MCI}}(t,s) \right|^2 \right\} + E \left\{ \left| \Xi_{\text{WGN}}(t,s) \right|^2 \right\} 
\]

First, let us compute the MCI variance:

\[
E \left\{ \left| \Xi_{\text{MCI}}(t,s) \right|^2 \right\} = \frac{1}{P_p} E \left\{ c_p^\top H_{t,s} C_u P_u' C_u^\top H_{t,s}^\top c_p \right\}
\]

where \( P_u' = P_u P_u^\dagger = \text{diag} \{ P_0 \ldots P_{i \neq p} \ldots P_{L-1} \} \). Actually, (7) cannot be analyzed practically due to its complexity. Applying some properties of random matrix and free probability theories [12] [13] which are stated in Appendix, a new MCI variance formula can be derived:
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The expectation of $A$ is the average power of the channel frequency coefficients on the subset of subcarriers $(t, s)$. Assuming that the channel frequency coefficients are normalized, its value is one:

$$
\mathbb{E} \left\{ \frac{1}{L} \text{tr} \left( H_{t,s} H_{t,s}^H \right) \right\} = \frac{1}{L} \sum_{q=0}^{L_t-1} \sum_{n=0}^{L_f-1} \mathbb{E} \left\{ |h_{t,s}[q,n]|^2 \right\} = 1
$$

The expectation of $B$ is a function of the autocorrelation of the channel $R_{HH}(\Delta q, \Delta n)$ which expression (43) is developed in Appendix. Indeed, it can be written:

$$
\mathbb{E} \left\{ |\Xi_{MC1}|^2 \right\} = \frac{1}{P_p} \left( 1 - \frac{1}{L^2} \sum_{q=0}^{L_t-1} \sum_{n=0}^{L_f-1} \sum_{q'=0}^{L_t-1} \sum_{n'=0}^{L_f-1} R_{HH}(\Delta q, \Delta n) \right)
$$

Now, let us compute the noise variance:

$$
\mathbb{E} \left\{ |\Xi_{WGN}|^2 \right\} = \frac{1}{P_p} \mathbb{E} \left\{ e_p^H w_{t,s}^H c_p \right\} = \frac{1}{P_p} \frac{1}{L} \mathbb{E} \left\{ \text{tr} \left( w_{t,s} w_{t,s}^H \right) \right\}
$$

Finally, by combining the expressions of the MCI variance (10) and the noise variance (11), the MSE (6) writes:

$$
\text{MSE} \left\{ \hat{h}_{t,s} \right\} = \frac{1}{P_p} \left( 1 - \frac{1}{L^2} \sum_{q=0}^{L_t-1} \sum_{n=0}^{L_f-1} \sum_{q'=0}^{L_t-1} \sum_{n'=0}^{L_f-1} R_{HH}(\Delta q, \Delta n) + \sigma_w^2 \right)
$$

The analytical expression of the MSE depends on the pilot power $P_p$, also called boost factor, the autocorrelation function of the channel $R_{HH}(\Delta q, \Delta n)$ and the noise variance $\sigma_w^2$. The autocorrelation of the channel (43) is a function of both the coherence bandwidth and the coherence time. We can then expect that the proposed estimator will be all the more efficient than the channel coefficients will be highly correlated within each subset of subcarriers. One
can actually check that if the channel is flat over a subset of subcarriers, then the MCI (10) is null. Therefore, it is important to optimize the time and frequency spreading lengths $L_t$ and $L_f$, according to the transmission scenario. It is clear from (12) that the greater the boost factor $P_p$, the better the CFR estimator performance. On the other hand, the greater the boost factor $P_p$, the lower the data symbol power and the harder the data symbol detection. Therefore, the boost factor $P_p$ has to be optimized in term of BER.

C. Simulation results

In this section, we analyse the performance of the proposed 2D LP OFDM system based on spread pilot CFR estimation compared to the DVB-T system with perfect CFR estimation. Table I gives the simulation parameters. The time-invariant channel models used are the F1 and P1 models detailed in [2]. They are specified for fixed outdoor rooftop antenna reception. The F1 channel corresponds to a line-of-sight (LOS) transmission, contrary to the P1 channel model which corresponds to a non-LOS transmission. The COST207 Typical Urban 6 paths (TU6) channel model is used as mobile channel. We define parameter $\beta$ as the relative Doppler frequency equal to the product between the maximum Doppler frequency and the total OFDM symbol duration $T_{OFDM}$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth</td>
<td>8 MHz</td>
</tr>
<tr>
<td>FFT size ($N_{FFT}$)</td>
<td>2048 samples</td>
</tr>
<tr>
<td>Guard Interval size</td>
<td>512 samples (64 $\mu$s)</td>
</tr>
<tr>
<td>OFDM symbol duration ($T_{OFDM}$)</td>
<td>280 $\mu$s</td>
</tr>
<tr>
<td>Carrier frequency</td>
<td>500 MHz</td>
</tr>
<tr>
<td>Data symbol constellations</td>
<td>QPSK - 16QAM - 64QAM</td>
</tr>
<tr>
<td>Pilot symbol constellation</td>
<td>BPSK</td>
</tr>
<tr>
<td>Convolutional code rate $R_c$</td>
<td>$1/2$ using $(133, 171)_6$</td>
</tr>
<tr>
<td>Time-invariant channel models</td>
<td>F1 and P1</td>
</tr>
<tr>
<td>Mobile channel model</td>
<td>TU6 - 20km/h</td>
</tr>
<tr>
<td>Relative Doppler frequency $\beta$</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Table I Simulation parameters
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Fig. 5. Required $E_b/N_0$ to obtain a BER = $10^{-4}$ versus pilot power $P_p$ - Spread Pilot Channel Estimation - 16QAM - $R_c = 1/2$
As it has been previously mentioned, it is important to optimize the boost factor $P_p$ in function of the total spreading length $L$. For that purpose, Fig. 5(a) and Fig. 5(b) give the required $\frac{E_b}{N_0}$ (energy per bit to noise power spectral density ratio) to obtain a BER equal to $10^{-4}$ at the output of the Viterbi decoder for 16QAM data symbols under the F1 and the TU6 channel models respectively. It is noticeable that the boost factor values for which the required $\frac{E_b}{N_0}$ values reach a minimum, are similar for the time-invariant (F1) and the mobile (TU6) channels. Therefore, it is not necessary to adapt the boost factor in function of the channel characteristics. Moreover, for a given total spreading length, several values of $P_p$ give similar performance in term of BER. Among these boost factor values, we will choose the largest one in order to obtain better estimators. In the following, the boost factor $P_p$ will be equal to 3, 5 and 7 for a total spreading length of 16, 32 and 64 respectively.

The boost factor values optimized, we can analyze the CFR estimator performance. Fig. 6 depicts the estimator performance in term of MSE for QPSK data symbols, different mobile speeds and different spreading factor values $L$. The curves represent the MSE obtained with the analytical expression (12), and the markers those obtained by simulation. We note that the MSE measured by simulation are really close to those predicted with the MSE formula. This validates the analytical development made in the previous section. We note that beyond a given $\frac{E_b}{N_0}$, the MSE reaches a floor which is easily interpreted as being due to the MCI (12).

![MSE performance obtained with the analytical expression and by simulation - QPSK data symbols- Speeds: 20km/h and 120km/h - $\beta = 0.003$ and 0.018](image)

Fig.7(a) and Fig.7(b) give the BER measured for 16QAM and 64QAM data symbols under the time-invariant channel models F1 and P1 respectively for both the DVB-T system and the proposed system. To quantify the loss due to CFR estimation error resulting from the MCI and the AWGN, we give the performance of the proposed system with perfect CFR estimation by subcarrier and perfect CFR estimation by subset of $L$ subcarriers. According to (12), the BER degradation from perfect CFR estimation by subcarrier to perfect CFR estimation by subset of subcarriers is due to the MCI, and the degradation from perfect CFR estimation by subset of subcarriers to spread pilot CFR estimation is due to the AWGN. In
Fig. 7(a), the curves of the proposed system with perfect CFR estimation by subcarrier and those with perfect CFR estimation by subset of subcarriers overlap. Since the frequency spreading length is equal to 4, it means that the F1 channel model is very flat over four subcarriers. On the other hand, under P1 channel model, there is a degradation. This is explained by the P1 non-LOS characteristic which generates a higher selectivity in the frequency domain. Let us note for a BER equal to $10^{-4}$, from perfect CFR estimation by subcarrier to spread pilot channel estimation, there is a loss of less than 1dB and 1.5dB under F1 and P1 channel models respectively. Since the F1 and P1 channel models do not vary in time, it is interesting to spread the symbols as much as possible in the time direction. For a time spreading length $L_t$ larger or equal to 4 (which implies $L_t \geq 16 > 12$), a gain in term of spectral efficiency and useful bit rate is obtained compared to the DVB-T system. In most of the cases, for $L_t = 16$, the performance of the proposed system based on spread pilot CFR estimation slightly outperforms that of the DVB-T system with perfect CFR estimation.

Fig. 7. Performance comparison between the DVB-T system with perfect CFR estimation and the proposed 2D LP OFDM under time-invariant channel models - $R_c = \frac{1}{2}$, $L_f = 4$ and $L_t = 16$, $P_p = 7$

To verify if the MCI caused by the channel time variation does not degrade to much the proposed system performance, Fig.8 gives the BER measured under the TU6 channel model with a mobile speed of 20 km/h. In this case, since the channel varies both in frequency and time domains, it is necessary to optimize the time and frequency spreading lengths $L_t$ and $L_f$ for a given total spreading length. Fig. 8(a) gives the BER of the proposed system based on spread pilot CFR estimation for a given $\frac{E_b}{N_0}$ with a total spreading length equal to 64 for QPSK and 16QAM data symbols. The values of $L_t$ and $L_f$ giving the lowest BER are 16 and 4 respectively. Using these spreading length values, we compare the proposed system to the DVB-T system with perfect CFR estimation in Fig. 8(b). Likewise with time-invariant channels, the performances of the DVB-T system with perfect CFR estimation and the proposed system with spread pilot CFR estimation are similar. Furthermore, for a BER equal to $10^{-4}$, the loss from perfect CFR estimation by subcarrier to spread pilot CFR estimation is further less than 1 dB. Since the time spreading length $L_t$ is equal to 16, it proves that our proposed CFR estimation is not sensible to low mobility scenarios in term of BER. Obviously, for high velocities, degradations of the proposed system performance would be notable. To resolve this weakness, it is possible to extend the system to the space dimension.
using a space code block code (SCBC). Indeed, it is established in [14] that a SCBC system based on spread pilot CFR estimation is very robust to high mobility scenarios.

(a) $L_t$ and $L_f$ optimizations                                (b) BER performance - $L_t = 4$ and $L_f = 16$ - $P_p = 7$

Fig. 8. Performance comparison between the DVB-T system with perfect channel estimation and the proposed 2D LP OFDM under the TU6 mobile channel model - 20 km/h - $\beta = 0.003$ - $L = 64$

4. Synchronization principles

In the 2K mode (corresponding to a 2048 FFT size) of the DVB-T standard, 45 continual pilot subcarriers are reserved to help the receiver to estimate the CFO and the SFO. This additional pilot information once again reduces the spectral efficiency and the useful bit rate of the system. In our system based on spread pilots, we propose to exploit the pilot symbols already used for CFR estimation to estimate the CFO and the SFO. Thus, we avoid a new reduction in the spectral efficiency.

Two stages of CFO and SFO estimation are proposed. The first one dedicated to fine CFO estimation is processed before despreading the pilot symbols. The estimated CFO is then used to synchronize the received signal in the time domain. Nevertheless, as detailed hereafter, residual CFO will still be present after this initial synchronization step. The aim of the second synchronization stage is indeed to estimate and compensate for the residual CFO. To further exploit pilot information, it is possible during this stage to also estimate SFO, thus obtaining a joint residual CFO and SFO estimation.

In the following, we define the CFO $\zeta$ and the SFO $\xi$ as:

$$\zeta = (F_{TX} - F_{RX}) T_s$$  \hspace{1cm} (13) \\
$$\xi = \frac{\Delta T}{T_s}$$  \hspace{1cm} (14)

with $F_{TX}$ and $F_{RX}$ the carrier frequency of the transmitter and the receiver respectively, $T_s$ the sampling period at the transmitter and $(T_s + \Delta T)$ at the receiver.

A. Fine CFO estimation

Since each active subcarrier conveys a part of the spread pilot symbol information, a gain in diversity can be obtained compared to the DVB-T system which uses only a few pilot subcarriers for synchronization issues. Therefore, we propose to estimate the CFO before
despreading the pilot symbols. Neglecting the SFO effects which are much less significant than CFO [5], the received symbol in the presence of CFO during the \( q \)th OFDM symbol on the \( n' \)th subcarrier of the subset of subcarriers \((t, s')\) corresponding to a component of vector \( z_{t,s'} \) in equation (3) expresses as follows:

\[
z_{t,s'}[q, n'] = e^{j2\pi q(N+1)\zeta} \sum_{s=0}^{S-1} \sum_{n=0}^{L_f-1} y_{t,s}[q, n] h_{t,s}[q, n] \varphi(s', s, n', n) + w_{t,s'}[q, n']
\]

\[
= e^{j2\pi q(N+1)\zeta} y_{t,s'}[q, n'] h_{t,s'}[q, n'] \varphi(s', s', n', n') + \Xi_{IC} (t, s', q, n') + w_{t,s'}[q, n']
\]

where \( \varphi(s', s, n', n) \) is an equivalent transfer function describing the attenuation and the phase rotation caused by the CFO. It is equal to:

\[
\varphi(s', s, n', n) = \psi_N \left( \zeta + \frac{(s' - s) L_f + (n' - n)}{N} \right) \exp \left\{ j\pi (N-1) \left( \zeta + \frac{(s' - s) L_f + (n' - n)}{N} \right) \right\}
\]

where \( \psi_N(x) \) is the Dirichlet function defined by: \( \psi_N(x) = \frac{\sin(\pi N x)}{N \sin(\pi x)} \). The second term \( \Xi_{IC} (t, s', q, n') \) in (15) is the ICI coming from the other active subcarriers in the same OFDM symbol. It writes:

\[
\Xi_{IC} (t, s', q, n') = e^{j2\pi q(N+1)\zeta} \left( \sum_{s=0}^{S-1} \sum_{n=0}^{L_f-1} y_{t,s}[q, n] h_{t,s}[q, n] \varphi(s', s', n', n) + \Xi_{IC} (t, s', q, n') \right) - \Xi_{IC} \left( t, s', q, n' \right) - \Xi_{IC} \left( t, s', q, n' \right)
\]

The phase rotation at the left-hand side of (15) is due to the CFO increment in time. It is clear that this phase rotation increases with the OFDM symbol index \( q \). Thus, we will benefit from this increment to define the CFO estimation metric \( \Gamma_t(\zeta) \) computed at the \( t \)-th frame from the pilot sequence by:

\[
\Gamma_t(\zeta) = \sum_{q=0}^{L_f-1} \sum_{s'=0}^{S-1} \sum_{n'=0}^{L_f-1} c_{t,s'}[q+q,s'] h_{t,s'}[q+1,n'] z_{t,s'}[q+1,n']
\]

\[
= \sum_{q=0}^{L_f-1} \sum_{s'=0}^{S-1} \sum_{n'=0}^{L_f-1} c_{t,s'}[q+q,s'] h_{t,s'}[q+1,n'] \varphi(s', s', n', n') + \Xi_{IC} \left( t, s', q, n' \right) + \Xi_{IC} \left( t, s', q, n' \right) - \Xi_{IC} \left( t, s', q, n' \right)
\]

Assuming the channel does not vary over two consecutive OFDM symbols, i. e. \( h_{t,s'}[(q, q+1), n'] = h_{t,s'}[q, n'] = h_{t,s'}[q+1, n'] \) and using (2), the estimation metric finally writes:

\[
\Gamma_t(\zeta) = \frac{P_L}{P_L} e^{j2\pi q(N+1)\zeta} \sum_{s'=0}^{S-1} |z_{t,s'}[p]|^2 - \sum_{q=0}^{L_f-2} \sum_{n'=0}^{L_f-2} |h_{t,s'}[(q, q+1), n']|^2 + \Xi(\zeta, s', q, n')
\]

\[
= \frac{P_L}{P_L} S N_u (L_f - 1) e^{j2\pi q(N+1)\zeta} + \sum_{s'=0}^{S-1} \sum_{n'=0}^{L_f-2} \Xi(\zeta, s', q, n')
\]
where $\Xi(t, s', q, n')$ results from the contributions of the interferences caused by the data chips superimposed to the pilot chips, the ICI due to CFO and the AWGN. In our study, we assumed that these interferences have Gaussian distribution with zero mean [15] [16]. Consequently, if the product $S \times L_t \times (L_t - 1)$ is large enough:

$$
\sum_{s'=0}^{S-1} \sum_{n'=0}^{L_t-1} \sum_{q=0}^{L_t-2} \Xi(t, s', q, n') \to 0
$$

(20)

Using (18) and (20), it is straightforward to say that the CFO is the measure of the phase of $\Gamma_t(\zeta)$:

$$
\hat{\zeta}_t^{(\text{fine})} = \frac{1}{j2\pi (N + \nu)} \arg \{\Gamma_t(\zeta)\}
$$

(21)

It should be noted that to avoid any phase ambiguity, it is necessary that:

$$
|2\pi (N + \nu) \zeta| < \pi
$$

(22)

This constraint determinates the maximum estimatable CFO value at this stage. For instance, in the 2K mode, with a relative guard interval size equal of 1/4, the maximum estimatable CFO is 40% of the intercarrier spacing $\frac{1}{4N_f}$. Let us remind that the widely used guard interval based coarse carrier frequency synchronization [17] [18] brings down the CFO to such values, which makes the proposed algorithm compatible with classical OFDM reception schemes.

As depicted in Fig. 9, the estimated CFO $\hat{\zeta}_t^{(\text{fine})}$ value is used to correct the signal in the time domain in order to mitigate the ICI. To evaluate the performance of the proposed fine CFO estimation, we give in Fig. 10 the residual CFO after this synchronization step in open loop (in the case when no CFO loop filter is used). In other words, we give the average error of the instantaneous estimated CFO $\hat{\zeta}_t^{(\text{fine})}$. According to BER simulations obtained for CFR estimation, the frequency spreading length $L_f$ is set to 4. However, we reduce the time spreading length $L_t$ to 8. The CFO value is set to 10% of the intercarrier spacing. It can be seen that the residual CFO falls down less than 2% whatever the SNR or the channel condition. On the other hand, we notice that under the TU6 channel model, the residual CFO values are very similar for any mobility scenario. From (18) and (19), we know that the phase rotation measurement used to estimate the CFO is carried out between two consecutive OFDM symbols under a constraint of flatness of the channel in the time domain over two OFDM symbols. This constraint is reasonable even in high mobility scenarios, which explains why the proposed fine CFO estimation method is not sensitive to velocity variations. Moreover, we remark that beyond a given $\frac{E_b}{N_0}$ value, residual CFO curves reach a plateau. Since the CFO estimation is processed before the deprecoding function, this error floor is due to the data chips interference. This motivates for the use of a second estimation step processed after deprecoding function.

B. Joint residual CFO and SFO estimation

In order to mitigate the data chips interference, we propose to add a second stage of CFO and SFO estimations after the deprecoding function. Thus, if the spreading lengths $L_t$ and $L_f$
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First of all, let us derive the expression of the received symbol on the $n'$th subcarrier during the $q$th OFDM symbol of the subset of subcarriers $(t, s')$ after the first stage of synchronization, before the deprecoding function:

$$ z_{t,s'}[q, n'] = \sum_{v=0}^{S-1} \sum_{n=0}^{L_f-1} \exp \left\{ j2\pi q (N + v) \left( \zeta^{(res)} + \frac{s L_f + n}{N} \xi \right) \right\} w_{t,s'}[q, n'] h_{t,s'}[q, n] \varphi(q, s', s, n', n) + w_{t,s'}[q, n'] \tag{23} $$

with 

$$ \varphi(q, s', s, n', n) = \psi_N \left( \zeta^{(res)} + \frac{s L_f + n}{N} \xi + \frac{(s'-s) L_f + (n'-n)}{N} \right) \exp \left\{ j\pi (N - 1) \right\} $$

To simplify equation (23), we define $\phi_{t,s'}[q, n']$
Fig. 11. Joint residual CFO and SFO estimation scheme after the deprecoding function as the function describing the total phase rotation and \( \psi_{t,s'} [q,n'] \) as the function describing the amplitude attenuation caused by CFO and SFO on the interested subcarrier.

\[
\phi_{t,s'} [q,n'] = \exp \left\{ j2\pi q (N + \nu) \left( \zeta^{(\text{ros})} + \frac{sL_f + n}{N} \xi \right) \right\} \exp \left\{ j\pi (N - 1) \left( \zeta^{(\text{ros})} + \frac{sL_f + n}{N} \xi \right) \right\} \tag{24}
\]

\[
\psi_{t,s'} [q,n'] = \psi_N \left( \zeta^{(\text{ros})} + \frac{sL_f + n}{N} \xi \right) \tag{25}
\]

Hence, the expression of the received symbol on the interested subcarrier (23) can be simplified and re-expressed as:

\[
z_{t,s'} [q,n'] = y_{t,s'} [q,n'] h_{t,s'} [q,n'] \phi_{t,s'} [q,n'] \psi_{t,s'} [q,n'] + \Xi_{\text{ICI}} (t, s', q, n') + w_{t,s'} [q,n'] \tag{26}
\]

Now, let us develop the expression of the received pilot symbol on the subset of subcarriers \((t, s')\) after deprecoding by pilot sequence \(c_p^H\):

\[
r_{t,s'} [p] = c_p^H [\Phi_{t,s'} \Psi_{t,s'} H_{t,s'} C P x_{t,s'} + \Xi_{\text{ICI}} (t, s') + w_{t,s'}] \tag{27}
\]

where \(\Phi_{t,s'} = \text{diag} [\phi_{t,s'} [0,0], \ldots\phi_{t,s'} [q,n'], \ldots\phi_{t,s'} [L_f-1,L_f-1]]\) and \(\Psi_{t,s'} = \text{diag} [\psi_{t,s'} [0,0], \ldots\psi_{t,s'} [q,n'], \ldots\psi_{t,s'} [L_f-1,L_f-1]]\) are the \([L \times L]\) diagonal matrices which components are the phase rotations and the attenuation factors respectively, due to CFO and SFO on the \(L\) received symbols over the subset of subcarriers \((t, s')\). To simplify equation (27), we define the equivalent channel matrix as \(H_{t,s'}^{(\text{eq})} = \Phi_{t,s'} \Psi_{t,s'} H_{t,s'}\). Hence, the received pilot symbol can be rewritten as:

\[
r_{t,s'} [p] = c_p^H H_{t,s'}^{(\text{eq})} C P x_{t,s'} + \Xi_{\text{ICI}} (t, s') + w_{t,s'} \tag{28}
\]

Finally, using (4) and (5), the received pilot symbol over the subset of subcarriers \((t, s')\) writes:

\[
r_{t,s'} [p] = \overline{h}_{t,s'}^{(\text{eq})} \sqrt{P_p} x_{t,s'} [p] + \Xi_{\text{ICI}} (t, s') + \Xi_{\text{MCI}} (t, s') + \Xi_{\text{WGN}} (t, s') \tag{29}
\]
where \( \bar{\phi}_{t,s'} \) and \( \bar{\psi}_{t,s'} \) are the average phase rotation and the average attenuation factor due to CFO and SFO over the subset of subcarriers \((t, s')\).

To jointly estimate the residual CFO and the SFO, we propose to measure the phase rotation between two consecutive frames \(t\) and \((t + 1)\). First of all, let us derive the expressions of the phase rotations \( \bar{\phi}_{t,s'} \) and \( \bar{\phi}_{t+1,s'} \) which are the average phase rotations associated to sub-band \(s'\) during frames \(t\) and \((t + 1)\) respectively:

\[
\bar{\phi}_{t,s'} = \frac{1}{L} \sum_{q=0}^{L-1} \sum_{n'=0}^{L_f-1} \phi_{t,s'} [g,n']
\]

\[
= \pi (N - 1) \left[ \zeta^{(\text{res})} + \frac{(2s' + 1) L_f - 1}{2N} \xi + \pi (L_t - 1) (N + \nu) \left[ \zeta^{(\text{res})} + \frac{(s' + 1) L_f - 1}{N} \xi \right] \right]
\]

\[
\bar{\phi}_{t+1,s'} = \bar{\phi}_{t,s'} + 2\pi L_t (N + \nu) \left[ \zeta^{(\text{res})} + \frac{(2s' + 1) L_f - 1}{2N} \xi \right]
\]

By neglecting the interference term \( \Xi(t, s) \), we define the CFO/SFO estimation metric on sub-band \(s'\):

\[
\Theta_{(t,t+1),s'} = \arg \left\{ \left( \frac{\tau_{t+1,s'} [p]}{x_{t+1,s'} [p]} \right) \left( \frac{\tau_{t,s'} [p]}{x_{t,s'} [p]} \right)^* \right\}
\]

\[
= (\bar{\phi}_{t+1,s'} + \arg \{ \bar{h}_{t+1,s'} \}) - (\bar{\phi}_{t,s'} + \arg \{ \bar{h}_{t,s'} \})
\]

Assuming that \( \bar{h}_{t,s'} = \bar{h}_{t+1,s'} \), i.e. the channel does not vary during \((2 \times L)\) OFDM symbols, the effect of the CFR disappears and (32) becomes:

\[
\Theta_{(t,t+1),s'} = \bar{\phi}_{t+1,s'} - \bar{\phi}_{t,s'}
\]

\[
= 2\pi L_t (N + \nu) \left[ \zeta + \frac{(2s' + 1) L_f - 1}{2N} \xi \right]
\]

Hence, using a least square estimator it is possible to estimate both the residual CFO and the SFO:

\[
\hat{\xi} = \frac{\sum_{s'=0}^{S-1} (s' - \bar{s}') \left( \Theta_{(t,t+1),s'} - \Theta_{(t,t+1)}^r \right)}{\sum_{s'=0}^{S-1} (s' - \bar{s}')^2} \times \frac{N}{L_f}
\]

\[
\hat{\zeta}^{(\text{res})} = \Theta_{(t,t+1)}^r - \frac{L_f - 1}{2N} \hat{\xi}
\]

where \( \Theta_{(t,t+1),s'} = \Theta_{(t,t+1),s'}/(2\pi L_t (N + \nu)) \), \( \Theta_{(t,t+1)}^r = \frac{1}{S} \sum_{s'=0}^{S-1} \Theta_{(t,t+1),s'} \) and \( \bar{s}' = \frac{1}{S} \sum_{s'=0}^{S-1} s' \). Similarly to the previous CFO estimation stage, we notice that to avoid any phase ambiguity, it is necessary that:

\[
2\pi L_t (N + \nu) \left[ \zeta + \frac{L_f - 1}{2N} \xi + \frac{L_f}{N} \xi \bar{s}' \right] < \pi
\]
Using the simulation parameters given in Table I, if the SFO is null, (36) implies a maximum estimable residual CFO value equal to 2.5% and 5% of the intersubcarrier spacing, for a time spreading length equal to 8 and 16 respectively. Since the maximum residual CFO at the output of the initial synchronization stage is lower than 2%, the proposed residual CFO estimation is well suitable.

To analyse the performance of the joint residual CFO and SFO estimation after deprecoding function, we give in Fig. 12 the final residual CFO and SFO measured at the output of the 2nd synchronization stage, in open loop, using the simulation parameters given in Table II. We set the CFO value to 2% of the intersubcarrier spacing which is the largest value resulting from the initial synchronization step. To highlight the influence of the time spreading length $L_t$ and the mobile velocity on the estimators, the simulations have been carried out for two different $L_t$ values and different mobility scenarios under the TU6 channel model. As expected, the proposed residual CFO estimation after deprecoding function allows the CFO to be advantageously reduced compared to the values obtained with the fine CFO estimation before deprecoding function. Indeed, for any mobility scenario and any $\frac{E_b}{N_0}$ value, the final residual CFO measured at the output of the 2nd synchronization stage is lower than 0.55% whereas it is higher than 1% after the initial synchronization step. Similarly to the residual CFO at the output of the initial synchronization stage, beyond a given $\frac{E_b}{N_0}$ value, the final residual CFO and SFO curves reach a floor due to the MCI. It appears that for moderate mobility scenarios (until 60km/h), the final residual CFO and SFO are similar for a time spreading length $L_t$ both equal to 4 and 8. On the other hand, for high mobility scenarios, the higher the $L_t$ value, the more significant the final residual CFO and SFO. It is explained by the fact that the constraint of flatness of the channel is all the more drastic than the $L_t$ value gets higher, which translates into a higher sensitivity of our algorithm in high mobility scenarios.

Fig. 13 gives the global system performance in term of BER under the TU6 channel model. The CFO and SFO values are set to 10% and 100ppm respectively. The BER curves for QPSK and 16QAM data symbols have been simulated for a mobile velocity equal to 120km/h and 60km/h respectively. The DVB-T system performance is given as reference with perfect CFR estimation and perfect synchronization. To focus on the intrinsic performance of the proposed frequency synchronization method, perfect CFR estimation by subcarrier is

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth</td>
<td>8 MHz</td>
</tr>
<tr>
<td>FFT size $N_{FFT}$</td>
<td>2048 samples</td>
</tr>
<tr>
<td>Guard Interval size</td>
<td>512 samples (64 $\mu$s)</td>
</tr>
<tr>
<td>OFDM symbol duration $T_{OFDM}$</td>
<td>280 $\mu$s</td>
</tr>
<tr>
<td>Carrier frequency</td>
<td>500 MHz</td>
</tr>
<tr>
<td>Data symbol constellations</td>
<td>QPSK - 16QAM</td>
</tr>
<tr>
<td>Pilot symbol constellation</td>
<td>BPSK</td>
</tr>
<tr>
<td>Convolutional code rate</td>
<td>$R_c = 1/2$ using (133, 171)$_6$</td>
</tr>
<tr>
<td>Frequency spreading length</td>
<td>$L_f = 4$</td>
</tr>
<tr>
<td>Channel model</td>
<td>TU6</td>
</tr>
<tr>
<td>Mobile Speeds</td>
<td>20km/h - 60km/h - 120km/h</td>
</tr>
<tr>
<td>Relative Doppler Frequencies $\beta$</td>
<td>0.003 - 0.014 - 0.028</td>
</tr>
<tr>
<td>Relative Carrier Frequency Offset</td>
<td>10%</td>
</tr>
<tr>
<td>Relative Residual Carrier Frequency Offset $\xi_{(rs)}$</td>
<td>2%</td>
</tr>
<tr>
<td>Relative Sampling Frequency Offset $\xi$</td>
<td>100 ppm</td>
</tr>
<tr>
<td>Loop filter gain for CFO estimation</td>
<td>1/16</td>
</tr>
<tr>
<td>Loop filter gain for SFO estimation</td>
<td>1/64</td>
</tr>
</tbody>
</table>

Table II Simulation parameters
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(a) Residual CFO - $\zeta_{\text{res}} = 2\%$ and $\xi = 0$

(b) Residual SFO - $\zeta_{\text{res}} = 0$ and $\xi = 100$ppm

Fig. 12. Residual CFO and SFO after the 2nd synchronization stage - 16QAM data symbols - TU6 channel - $L_f = 4$

Fig. 13. BER performance under TU6 channel - Mobile Speed: 120km/h for QPSK and 60km/h for 16QAM - $R_c = 1/2$ - $\zeta = 1\%$ and $\xi = 100$ppm - $L_f = 4$ and $L_t = 8$

assumed. The final estimated CFO and SFO values used to synchronize the received signal are those obtained at the output of the loop filters which gains values are set as in [5]. Similarly to CFR estimation simulations, the proposed system based on spread pilot synchronization slightly outperforms the DVB-T system with perfect synchronization. Moreover, the performance of the proposed synchronization method is very close to perfect synchronization case. It proves that the impact of such residual CFO and SFO values on BER performance are negligible and thus validates the benefit of the proposed CFO and SFO estimation techniques.

5. Conclusion

In this study, we proposed an efficient and very simple joint CFR, CFO and SFO estimation based on spread pilots for digital video broadcasting systems. The specificity in the LP OFDM waveform based on spread pilots is that all the active subcarriers convey a part of the pilot information, contrary to the classical OFDM systems in which only a few subcarriers are defined as pilot. It allows to not have to define different pilot symbols for each estimation algorithms. Thus, it avoids a reduction of the spectral efficiency and the useful bit rate of the system.
In contrast to classical existing OFDM systems, a deprecoding function is used instead of an interpolating filtering technique for CFR estimation. Therefore, the CFR estimation is highly simplified. Nevertheless, an interference term from data symbols appears in the estimators. This interference term called MCI is function of the autocorellation of the channel for the estimations carried out after despreading the pilot symbols. To avoid a significant degradation of the system performance, the time and frequency spreading lengths can be optimized depending on the channel characteristics. Let us note that an interference cancellation based on data decision directed could mitigate the MCI.

Two synchronization stages have been proposed. The first one processed before deprecoding function is dedicated to fine CFO estimation which brings down the CFO to less than 2% of the intersubcarrier spacing in open loop for any mobility scenario. The second one is applied after despreading the pilots symbols. It estimates both the residual CFO and the SFO. Although, it is more sensitive to high mobility scenarios, it improves the CFO estimation and diminishes the final residual CFO to a value lower than 0.55% in open loop. Finally, the simulations show that the proposed synchronization algorithm performance in term of BER is very close to perfect synchronization case in closed loop.

To conclude, the proposed system based on spread pilots is more flexible due to the possible adaptation of the time and frequency spreading lengths. It offers an improvement of the spectral efficiency and the useful bit rate which is stated in Table III. Eventually, taking into account the power loss due to pilot symbol insertion, it slightly outperforms the DVB-T system with perfect CFR estimation and perfect frequency synchronization.

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>8 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFT size $N_{FFT}$</td>
<td>2048 samples</td>
</tr>
<tr>
<td>Guard Interval size</td>
<td>512 samples (64 $\mu$s)</td>
</tr>
<tr>
<td>OFDM symbol duration $T_{OFDM}$</td>
<td>280 $\mu$s</td>
</tr>
<tr>
<td>Convolutional code rate</td>
<td>$R_c = 1/2$ using (133, 171)$_{16}$</td>
</tr>
<tr>
<td>Useful bit rates of DVB-T system</td>
<td>4.98 Mbit/s for QPSK, 9.95 Mbit/s for 16QAM, 14.93 Mbit/s for 64QAM</td>
</tr>
<tr>
<td>Useful bit rates of 2D LP OFDM for QPSK</td>
<td>5.33 Mbit/s for $L = 16$, 5.51 Mbit/s for $L = 32$, 5.60 Mbit/s for $L = 64$</td>
</tr>
<tr>
<td>Useful bit rates of 2D LP OFDM for 16QAM</td>
<td>10.66 Mbit/s for $L = 16$, 11.02 Mbit/s for $L = 32$, 11.20 Mbit/s for $L = 64$</td>
</tr>
<tr>
<td>Useful bit rates of 2D LP OFDM for 64QAM</td>
<td>15.99 Mbit/s for $L = 16$, 16.53 Mbit/s for $L = 32$, 16.80 Mbit/s for $L = 64$</td>
</tr>
</tbody>
</table>

Table III Useful bit rates of the DVB-T system of 2D LP OFDM system
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Appendix

In this section, a property from the random matrix and free probability theories is defined for the computation of the MCI variance (7). Furthermore, the computation of the autocorrelation function of the channel $R_{HH}$ is carried out.
Random matrix and free probability theories property
Let \( C \) be a Haar distributed unitary matrix \([13]\) of size \([L \times L]\). \( C = (c_p, C_u) \) can be decomposed into a vector \( c_p \) of size \([L \times 1]\) and a matrix \( C_u \) of size \([L \times (L - 1)]\). Given these assumptions, it is proven in [20] that:

\[
C_u P_u^* C_u^H \Rightarrow \alpha P_u \left( I - c_p c_p^H \right)
\]  

(37)

where \( \alpha = 1 \) is the system load and \( P_u = 1 \) is the power of the interfering users.

**Autocorrelation function of the channel**

The autocorrelation function of the channel writes:

\[
R_{HH} (\Delta q, \Delta n) = E \{ H_{t,s} [q, n] H_{t,s}^* [q - \Delta q, n - \Delta n] \}
\]  

(38)

We can express the frequency channel coefficients \( H_{t,s} [q, n] \) as a function of the channel impulse response (CIR):

\[
H_{t,s} [q, n] = \sum_{k=0}^{N_{FFT} - 1} \gamma_{t,q} [k] e^{-2j\pi \left( \frac{s L - n}{N_{FFT}} \right) k}
\]  

(39)

where \( \gamma_{t,q} [k] \) is the complex amplitude of the \( k \)th sample of the CIR during the \( q \)th OFDM symbol of the \( m \)th frame, and \( N_{FFT} \) is the FFT size. Therefore, by injecting (39) in (38), the autocorrelation function of the channel can be rewritten as:

\[
R_{HH} (\Delta q, \Delta n) = \frac{1}{N_{FFT}} \sum_{k=0}^{N_{FFT} - 1} \sum_{k'=0}^{N_{FFT} - 1} E \{ \gamma_{t,q} [k] \gamma_{t,q-\Delta q}^* [k'] \} e^{-2j\pi \frac{\Delta n}{N_{FFT}} k}
\]  

(40)

Since different taps of the CIR are uncorrelated, it comes:

\[
R_{HH} (\Delta q, \Delta n) = \frac{1}{N_{FFT}} \sum_{k=0}^{N_{FFT} - 1} E \{ \gamma_{t,q} [k] \gamma_{t,q-\Delta q}^* [k] \} e^{-2j\pi \frac{\Delta n}{N_{FFT}} k}
\]  

(41)

According to Jake’s model [21], the correlation of the \( k \)th sample of the CIR is:

\[
E \{ \gamma_{t,q} [k] \gamma_{t,q-\Delta q}^* [k] \} = \rho_k J_0 (2\pi f_D \Delta q T_{OFDM})
\]  

(42)

where \( \rho_k \) is the power of the \( k \)th sample of the CIR, \( J_0 (\cdot) \) the zeroth-order Bessel function of the first kind, \( f_D \) the maximum Doppler frequency and \( T_{OFDM} \) the total OFDM symbol duration. Finally, the autocorrelation function of the channel (41) can be expressed as:

\[
R_{HH} (\Delta q, \Delta n) = \frac{1}{N_{FFT}} \sum_{k=0}^{N_{FFT} - 1} \rho_k e^{-2j\pi \frac{\Delta n}{N_{FFT}} k} J_0 (2\pi f_D \Delta q T_{OFDM})
\]  

(43)
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