1. Introduction

Emotion plays a significant role in cognitive psychology, behavioural sciences and humanoid robot design. The continuing improvements in speech recognition technology have led to many new and fascinating applications in human-computer interaction, context aware computing and computer mediated communication. A growing number of research studies in emotion recognition via an isolated short sentence are available to shed some light on the implementation of human-computer interface. However, to the best of our knowledge, no work has focused on automatic emotion tracking from continuous Mandarin speech. In this chapter, we will elaborate an emotion recognition method in continuous Mandarin speech, by dividing the utterance into independent segments, each of which contains a single emotional category.

In the growing range of interactive interfaces, the research of emotional voice is still at an early stage, not to mention a paucity of literatures on real applications. The crucial difficulty of this subject is how to blend the knowledge of interdisciplinary, especially in speech processing, applied psychology and human-computer interface. To date, no clear direction has emerged to suggest how such considerations translate into practical interface design. The crux of this problem is that the emotion recognition in continuous speech has not yet been much explored.

From the viewpoint of communication, it is natural for human beings to communicate with others in continuous dialogue. Even though, most proposed methods of emotion recognition via voice can only be provided with a fragmented sentence (i.e. a manual and deliberate cutting sentence). To ensure the practicability, the purpose of this chapter attempts to address these areas by processing speech signals rather than interpreting the lexicons of speaking. Moreover, the benefit from the outlook of processing speech signals can also tack the violent change of emotional expression in dialogue. In light of these concerns, this chapter has three purposes: (a) to report on trends in published research in the major journals of emotion recognition; (b) to provide a method in recognition of emotion from continuous Mandarin speech; and (c) to recommend promising research paradigms for recognition of emotion via continuous speech.

This chapter is organized as follows. In section 2, related works are presented. In section 3, the testing corpus is introduced. In section 4, the proposed speech recognition method is
presented in detail. In section 5, the experimental results are shown and commented. The chapter concludes in section 6 showing directions for future research and conclusions.

2. Emotions and Speech

Research on understanding and modelling human emotions, a topic that has been predominantly dealt with in the fields of psychology and linguistics, is attracting increasing attention within the engineering community. A major motivation comes from the need to improve both the naturalness and efficiency of spoken language human-machine interfaces. Researching emotions, however, is extremely challenging for several reasons. One of the main difficulties results from the fact that it is difficult to define what emotion means in a precise way. Various explanations of emotions given by scholars are summarized in [Kleinginna & Kleinginna, 2005]. Research on the cognitive component focuses on understanding the environmental and attended situations that give rise to emotions; research on the physical components emphasizes the physiological response that co-occurs with an emotion or immediately follows it. In short, emotions can be considered as communication with oneself and others [Kleinginna & Kleinginna, 2005].

For research related to continuous speech signal, most works are found on the continuous speech recognition. Also, most of the emotion recognition researches are based on short sentences. However, human beings speak continuously. People will change emotions when they are triggered by some incidents in the course of speaking. The short-sentence emotion recognition system may not be able to detect the emotional state correctly because there may have several emotions in a long conversation. One objective of this chapter is to find a proper segmentation algorithm to segment the continuous speech and to develop a method to recognize emotion of each segment correctly so we can track emotion changes of the speaker.

2.1 Emotional Categories

![Figure 1. Graphic representation of the arousal-valence dimension of emotions [Osgood et al., 1967]](image-url)
Traditionally, emotions are classified into two main categories: primary (basic) and secondary (derived) emotions [Murray & Arnott, 1993]. Primary or basic emotions generally can be experienced by all social mammals (e.g., humans, monkeys, dogs and whales) and have particular manifestations associated with them (e.g., vocal/facial expressions, behavioral tendencies and physiological patterns). Secondary or derived emotions are combinations of or derivations from primary emotions.

Emotional dimensionality is a simplified description of the basic properties of emotional states. According to the theory developed by Osgood, Suci and Tannenbaum [Osgood et al., 1967] and in subsequent psychological research [Mehrabian & Russel, 1974], the computing of emotions is conceptualized as three major dimensions of connotative meaning: arousal, valence and dominance. In general, the arousal and valence dimensions can be used to distinguish most basic emotions. The locations of emotions in the arousal-valence space are shown in Figure 1, which provides a representation that is both simple and capable of conforming to a wide range of emotional applications.

2.2 Speech Features of Emotional Expressions

Speech communication is one of the basic and most essential capabilities possessed by human beings. Emotions play an important role in human-to-human communication and interaction, allowing people to express themselves beyond the verbal domain. Interactions between people not merely transmit through the speech, but also include behaviours, emotion language, heart, and spirit [Sebe et al., 2005]. Detecting emotions in speech is a topic that has been predominantly dealt with in psychology and linguistics. It is attracting the attention of engineering community also. To recognize emotions, we need to know not only what information a user conveys but also how it is being conveyed.


Determining emotion features is a crucial issue in emotion recognizer design. All selected features have to carry sufficient information about transmitted emotions. However, they also need to fit the chosen model by means of classification algorithms. Important research was done by Murray and Arnott [Murray & Arnott, 1993], whose results particularized several notable acoustic attributes for detecting primary emotions. Table 1 summarizes the vocal effects most commonly associated with the five primary emotions [Murray & Arnott, 1993]. Classification of emotional states based on prosody and voice quality requires classifying the connections between acoustic features in speech and emotions. Specifically, we need to find suitable features that can be extracted and modelled for use in recognition. This also implies that the human voice carries abundant information about the emotional states of a speaker.
Table 1. Emotions and speech relations [Murray & Arnott, 1993]

<table>
<thead>
<tr>
<th></th>
<th>Anger</th>
<th>Happiness</th>
<th>Sadness</th>
<th>Fear</th>
<th>Disgust</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Speech Rate</strong></td>
<td>Slightly faster</td>
<td>Faster or slower</td>
<td>Slightly slower</td>
<td>Much faster</td>
<td>Very much faster</td>
</tr>
<tr>
<td><strong>Pitch Average</strong></td>
<td>Very much higher</td>
<td>Much higher</td>
<td>Slightly lower</td>
<td>Very much higher</td>
<td>Very much lower</td>
</tr>
<tr>
<td><strong>Pitch Range</strong></td>
<td>Much wider</td>
<td>Much wider</td>
<td>Slightly narrower</td>
<td>Much wider</td>
<td>Slightly wider</td>
</tr>
<tr>
<td><strong>Intensity</strong></td>
<td>Higher</td>
<td>Higher</td>
<td>Lower</td>
<td>Normal</td>
<td>Lower</td>
</tr>
<tr>
<td><strong>Voice Quality</strong></td>
<td>Breathy, chest</td>
<td>Breathy, blaring tone</td>
<td>Resonant</td>
<td>Irregular voicing</td>
<td>Grumble chest tone</td>
</tr>
<tr>
<td><strong>Pitch changes</strong></td>
<td>Abrupt on stressed</td>
<td>Smooth, upward inflections</td>
<td>Downward inflections</td>
<td>Normal</td>
<td>Wide, downward terminal inflects</td>
</tr>
<tr>
<td><strong>Articulation</strong></td>
<td>Tense</td>
<td>Normal</td>
<td>Slurring</td>
<td>Precise</td>
<td>Normal</td>
</tr>
</tbody>
</table>

A variety of acoustic features have also been explored. For example, Schuller et al. chose 20 pitch and energy related features [Schuller et al., 2003]. A speech corpus consisting of acted and spontaneous emotion utterances in German and English was described in detail. The accuracy in recognizing 7 discrete emotions (anger, disgust, fear, surprise, joy, neutral and sad) exceeded 77.8%. Park et al. used pitch, formant, intensity, speech rate and energy related features to classify neutral, anger, laugh and surprise [Park et al., 2002]. The recognition rate was about 40% for a 40-sentence corpus. Yacoub et al. extracted 37 fundamental frequency, energy and audible duration features for recognizing sadness, boredom, happiness and anger in a corpus recorded by eight professional actors [Yacoub et al., 2003]. The overall accuracy was only about 50%, but these features successfully separated hot anger from other basic emotions. Tato et al. extracted prosodic features, derived from pitch, loudness, duration and quality features [Tato et al., 2002], from a 400-utterance database. The significant results of emotion recognition were the speaker-independent case and three clusters (high = anger/happy, neutral, low = sad/bored). However, the accuracy in recognizing five emotions was only 42.6%. Kwon et al. selected pitch, log energy, formant, band energies and Mel frequency spectral coefficients (MFCC) as base features, and added velocity/acceleration of pitch to form feature streams [Kwon et al., 2003]. The average classification accuracy achieved was 40.8% in a SONY AIBO database. Nwe et al. adopted the short time log frequency power coefficients (LFPC) along with MFCC as emotion speech features to recognize 6 emotions in a 60-utterance corpus produced by 12 speakers [Nwe et al., 2003]. Results showed that the proposed system yielded an average accuracy of 78%. In [Le et al., 2004], the authors proposed a method using MFCC coefficients and a simple but efficient classifying method, Vector Quantization (VQ), for performing speaker-dependent emotion recognition. Various speech features, namely, energy, pitch, zero crossing, phonetic rate, linear predictive coding (LPC) and their derivatives, were also tested and combined with MFCC coefficients. The average recognition accuracy achieved was about 70%. In [Chuang et al. 2004], Chuang and Wu presented an approach to emotion recognition from speech signals and textual content using the principal component analysis (PCA) and the support vector machine (SVM), and achieved 81.49% average accuracy using an extra corpus collected from the same broadcast drama.
According to the experimental results stated above, some simple prosodic features, such as duration and loudness, can not consistently distinguish all primary emotions. Furthermore, the prosodic features of females and males are obviously intrinsic in speech. The simple speech energy feature calculation method is also unconformable to human auricular perception.

3. The Testing Corpora

An emotional speech database, Corpus I, was specifically designed and set up for emotion recognition studies. The database includes short sentences portraying the five primary emotions, including anger, boredom, happiness, neutral and sadness. In the course of selecting emotional sentences, two aspects were taken into account. First, the sentences did not have any emotional tendency. Second, the sentences could involve all kinds of emotions. Non-professional speakers were selected to avoid exaggerated expression. Twelve native Mandarin speakers (7 females and 5 males) were asked to generate the emotional utterances. The recording format is mono channel pulse-code modulation (PCM) with sampling rate of 44.1 kHz and 16-bit resolution.

<table>
<thead>
<tr>
<th>Emotion</th>
<th>Female</th>
<th>Male</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>75</td>
<td>76</td>
<td>151</td>
</tr>
<tr>
<td>Boredom</td>
<td>37</td>
<td>46</td>
<td>83</td>
</tr>
<tr>
<td>Happiness</td>
<td>56</td>
<td>40</td>
<td>96</td>
</tr>
<tr>
<td>Neutral</td>
<td>58</td>
<td>58</td>
<td>116</td>
</tr>
<tr>
<td>Sadness</td>
<td>54</td>
<td>58</td>
<td>112</td>
</tr>
<tr>
<td>Total</td>
<td>280</td>
<td>278</td>
<td>558</td>
</tr>
</tbody>
</table>

Table 2. Corpus I

<table>
<thead>
<tr>
<th>Combining emotions</th>
<th>Combined sentences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angry-Happy (AH)</td>
<td>35</td>
</tr>
<tr>
<td>Angry-Sad (AS)</td>
<td>37</td>
</tr>
<tr>
<td>Angry-Bored (AB)</td>
<td>25</td>
</tr>
<tr>
<td>Angry-Neutral (AN)</td>
<td>34</td>
</tr>
<tr>
<td>Happy-Sad (HS)</td>
<td>27</td>
</tr>
<tr>
<td>Happy-Bored (HB)</td>
<td>24</td>
</tr>
<tr>
<td>Happy-Neutral (HN)</td>
<td>26</td>
</tr>
<tr>
<td>Sad-Bored (SB)</td>
<td>22</td>
</tr>
<tr>
<td>Sad-Neutral (SN)</td>
<td>29</td>
</tr>
<tr>
<td>Bored-Neutral (BN)</td>
<td>20</td>
</tr>
<tr>
<td><strong>Total sentences</strong></td>
<td><strong>279</strong></td>
</tr>
</tbody>
</table>

Table 3. Corpus II
All of the native speakers were asked to speak each sentence with the five chosen emotions, resulting in 1,200 sentences. We first eliminated sentences that suffered from excessive noise. Then a subjective assessment of the emotion speech corpus by human audiences was carried out. The purpose of the subjective classification was to eliminate ambiguous emotion utterances. Finally, 558 utterances with over 80% human judgment accuracy were selected and are summarized in Table 2. In this study, utterances in Mandarin were used due to the immediate availability of native speakers of the language. It is easier for speakers to express emotions in their native language than in a foreign language.

The continuous emotional corpus, Corpus II, used in the experiment is obtained by combining the short emotional sentences in the corpus database. There are ten kinds of combination of emotion as shown in Table 3. Each combined utterance is from the same speaker. Every combined utterance consists more than five short sentences. There are 277 combined sentences for the experiments.

Sentences can be divided into two sets: one set for training and one set for testing. In this way, several different models, all trained with the training set, can be compared based on the test set. This is the basic form of cross-validation. A better method, which is intended to avoid possible bias introduced by relying on any one particular division into test and train components, is to partition the original set in several different ways and then compute an average score over the different partitions. An extreme variant of this is to split the patterns into a training set of size $p-1$ and a test of size 1, and average the squared error on the left-out pattern over the $p$ possible ways of obtaining such a partition. This is called leave-one-out (LOO) cross-validation. The advantage here is that all the data can be used for training; none have to be held back in a separate test set.

4. Speech Processing of Emotion Recognition

In this section, we present an emotion tracking system, by dividing the utterance into several independent segments, each of which contains a single emotional category. Figure 2 shows the block diagram of the emotion recognition from continuous Mandarin speech signal.

![Figure 2. The block diagram of the block diagram of the emotion recognition from continuous mandarin speech signal](www.intechopen.com)
4.1 Pre-Processing
The signal from the microphone is an analogy signal. It is essential to transform the analogy signal into digital form so the computer can be used to process the signal. Before the emotion recognition can be done, the input speech signal has to go through some pre-processing. To deal with the discrete-time signal \( x(n) \), framing is used to divide the speech signal into sections. In this study, the speech frame is partitioned into frames consisting of 256 samples each. Each frame overlaps with the adjacent frames by 128 samples. The next step is to apply the Hamming window as shown in Eq. (1) to each individual frame to minimize the signal discontinuities at the beginning and end of each frame. Each windowed speech frame is then converted into several types of parametric representations for further analysis and recognition. Figure 3 depicts the result of frame partition.

\[
w(n) = \begin{cases} 
0.54 - 0.46 \cos\left(\frac{2\pi n}{N-1}\right), & 0 \leq n \leq N-1 \\
0, & \text{otherwise.}
\end{cases}
\]  

(1)

Figure 3. Frame partition of a sequence \( x(n) \)

4.2 Feature Selection
In order to find a suitable combination of extracted features, we used the regression selection method to determine beneficial features from among more than 100 speech features. The feature vector of each frame of a sentence from Corpus I was calculated. The recognition rate in each step was calculated using the LOO cross-validation method with the K-Nearest Neighbour (KNN) decision rule (K=3) classifier. Finally, 10 candidates were selected: LPC, linear prediction cepstral coefficient (LPCC), MFCC, Delta-MFCC (dMFCC), Delta-Delta-MFCC (ddMFCC), perceptual linear prediction (PLP), RelAtive SpecTrAl PLP (RastaPLP), LFPC, pitch and formants (F1, F2 and F3).

The feature selection is to reduce the dimensions of feature set. And the forward feature selection (FFS) and backward feature selection (BFS) are used to decrease the computational complexity. FFS and BFS correspond to growing and shrinking feature one at a time, respectively. The FFS starts from an empty set and sequentially adds features, whereas BFS starts from the full set and sequentially removes features. In FFS, the starting set is empty. It then chooses a best single one and adds it to the set. The next step is to choose the second best one. The step repeated until the criteria are full fill. In BFS, the starting set is all the features. It removes the worst one remaining in the set step by step. Figure 4 shows the feature ranking of these 10 speech features by FFS and BFS using KNN.
Without loss of generality, the collected speech samples are split into \( t \) data elements \( X_1, \ldots, X_t \). The space of all possible data elements is defined as the input space \( X \). The elements of the input space are mapped into points in a feature space \( F \). In our work, a feature space is a real vector space with dimension \( n \), \( \mathbb{R}^n \). Accordingly, each point \( f_i \) in \( F \) is represented by an \( n \)-dimensional feature vector:

\[
f_i = (MFCC_{i1}, \ldots, MFCC_{im}, \ldots, LPCC_{i1}, \ldots, LPCC_{iq}),
\]

where \( m, q \) are the dimension of MFCC and LPCC respectively, and

\[
n = m + q.
\]

Finally, MFCC and LPCC are individually obtained from FFS and BFS as the most important features. In the field of speech recognition, LPCC and MFCC are the popular choices as features representing the phonetic content of speech. For each speech frame, 12 LPCC components and 20 MFCC components are used in this study.

![Figure 4. Feature ranking of 10 speech features](image)

**4.3 Classifier**

A feature map is defined as a function that takes an element in the input space and maps it to a point in the feature space. We use \( \phi \) to define a feature map, that is

\[
\phi : X \rightarrow F.
\]

Being simple, elegant and straightforward, many researchers often adopt KNN as the classifier for their applications. It is an instance-based learning algorithm and classifies unlabeled data based on the similarities with data in the training set. When a new test data \( x \) arrives, KNN finds the \( k \) neighbours nearest to the unlabeled data from the training space.
based on a suitable distance measure. In this study, the Euclidean distance is used. That is, given two samples in the input space \( x_1 \) and \( x_2 \), the Euclidean distance between them in the feature space is defined as

\[
d(x_1, x_2) = \left| \phi(x_1) - \phi(x_2) \right| = |f_1 - f_2| = \sqrt{(MFCC_{1m} - MFCC_{2m})^2 + \cdots + (LPCC_{1q} - LPCC_{2q})^2}.
\]

Assume that we want to classify the data into one of the \( l \) classes and let the \( k \) prototypes nearest to \( x \) be \( N_k(x) \) and \( c(y) \) be the class label of \( y \). Then the subset of nearest neighbours within class \( j \in \{1, \ldots, l\} \) is

\[
N_j^i(x) = \{ y \in N_i \mid (y): c(y) = j \}.
\]

The classification result \( j^* \in \{1, \ldots, l\} \) is then defined as a majority vote:

\[
j^* = \arg \max_{j=1, \ldots, l} \left| N_j^i(x) \right|.
\]

Modified-KNN (M-KNN) is a technique based on the KNN [Pao et al., 2008]. It is based on the comparison of similarity among samples in each class. An unknown sample can be viewed as a point in the \( n \)-dimensional feature space, then the \( k \) nearest points of the training samples in each class are found by using Euclidean distance as similarity measure. The distance between unknown sample and the \( i \)th nearest point in class \( j \) is defined as \( d_j^i \).

Then, the classification result \( j^* \in \{1, \ldots, l\} \) is obtained by summing up the distance values in each class and picking up the smallest one, that is

\[
j^* = \arg \min_{j=1, \ldots, l} \sum_{i=1}^{k} d_j^i.
\]

In this study, we use a weighted D-KNN to improve the performance of M-KNN. M-KNN assigns equal weight to each neighbour. This may cause confusion when there are some irrelevant data in the training set. One obvious refinement to M-KNN is to weight the contribution of each of the \( k \) neighbours in each class. The purpose of weighting is to find a vector of real-valued weights that would optimize classification accuracy of the classification or recognition system by assigning lower weights to less relevant features and higher weights to features that provide more reliable information. Let \( x_j^i, i = 1, \ldots, z_j \) be the training samples of class \( j \), where \( z_j \) is the number of samples belonging to class \( j \). The total number \( t \) of training samples is

\[
t = \sum_{j=1}^{l} z_j.
\]
When a test sample $x$ and Euclidean distance measure $d^i_j$ are given, we obtain the $k$ nearest neighbours belonging to class $j$, $M^i_j(x)$, which is defined as

$$\forall x^i_j \in M^i_j(x), x^i_p \notin M^i_j(x) \Rightarrow d^i_j < d^i_p,$$

$$d^i_j = d(x^i_j, x),$$

$$d^i_p = d(x^i_p, x),$$

where the cardinality of the set $|M^i_j(x)|$ is $k$. Among the $k$ nearest neighbours in class $j$, the following relationship is established:

$$d^i_1 \leq d^i_2 \leq \cdots \leq d^i_k,$$

Let $w_i$ be the weight of the $i$th nearest samples. From above, we can know that the one have the smallest distance value $d^i_1$ is the most important. Consequently, we set a constraint $w_1 \geq w_2 \geq \cdots \geq w_k$ to conform the idea of weighting. Then, the classification result $j^* \in \{1, \cdots, l\}$ is defined as

$$j^* = \arg \min_{j=1,\cdots,l} \sum_{i=1}^{k} w_i d^i_j$$

### 4.4 Segmentation of Emotional Expressions from Continuous Mandarin Speech

In previous studies, the methods to segment continuous speech signal are usually applied in the speech recognition system. To recognize the emotion from continuous emotional speech, the first step is to segment the sentence by finding out the changing points. And emotion of each segment is recognized individually.

People may pause for a while when they turn one emotion to the other emotion. In [Lu et al., 2006], two thresholds are defined to preliminarily quantize the energy envelope into three levels instead of binaries. Therefore, it will generate a larger number of potential partition boundaries whenever either threshold is crossed in the energy envelope. This method is applied in this study. The thresholds, $T_L$ and $T_U$, are defined as

$$T_L = \mu_E - 0.5\sigma_E,$$

$$T_U = \mu_E + 0.5\sigma_E,$$

where $\mu_E$ is the mean energy of partition, and $\sigma_E$ is the standard deviation of the energy of that partition. Then, the points of the energy contour crossing $T_L$ and $T_U$ are checked every two frames. It will place a partition between two points. The partition energy is represented as

$$E_i(m) = \sum_{n=m-N+1}^{m} ||f_i(n;m)||^2.$$
The feeling of the sound intensity perceived by human ears is not linear but rather logarithmic. Thus, it is better to express the energy function in logarithmic form.

\[
E_s(m) = 10 \times \log \left[ \sum_{n=m-N+1}^{m} |f_s(n; m)|^2 \right].
\]  

(18)

The \( \mu_e \) and \( \sigma_e \) are defined as

\[
\mu_e = \frac{1}{N_f} \sum_{f=1}^{N_f} E_x, \quad \text{(19)}
\]

and

\[
\sigma_e^2 = \frac{1}{N_f} \sum_{f=1}^{N_f} (E_x - \mu_e)^2, \quad \text{(20)}
\]

where \( f \) is the frame index and \( N_f \) is the number of frames.

The mean energy between two intersection points will be calculated. In order to determine the silence, the energy of the partition and \( T_L \) are compared after obtaining the intersection points. When the energy of the partition is greater than \( T_L \), the adjacent partitions will be merged. If the merged duration \( L_i \) is less than a threshold, the adjacent partitions will be combined again. The threshold \( T \) is set as the average of the duration

\[
T = \frac{1}{N_L} \sum_{i=1}^{N_L} L_i, \quad \text{(21)}
\]

where \( N_L \) is the number of the merged duration. After this processing step, the segmented partitions are recognized separately.

4.5 Segmentation with Endpoint Detection

In the real-time processing, it is important for the system to be able to detect the endpoints of an utterance so that an assessment can be constructed immediately. There exist some noises in the beginning and the end of the sound. The purpose of endpoint detection is to find the start and the end of meaningful partitions. A simple method to obtain endpoints is to calculate the energy contour and zero-crossing rate contour. The energy is calculated according to Equation (18).

There is a zero line on the speech signal. When a zero-crossing occurred, the amplitude is either from the positive to negative or from the negative to positive. The number of zero-crossing of the speech signal in a predetermined time interval, which is counted as the number of times when adjacent sample points have different signs, approximately corresponds to the frequency of the major spectral component. The calculating of the number of zero-crossing in a partition gives the zero-crossing rate. The equation is defined as

\[
Z_s(m) = \sum_{n=m-N+1}^{m} \frac{1}{2} \left| \text{sgn}[x(n)] - \text{sgn}[x(n-1)] \right|, \quad \text{(22)}
\]
where \( \text{sgn}[.] \) is defined as

\[
\text{sgn}[y] = \begin{cases} 
1, & y \geq 0 \\
-1, & y < 0 
\end{cases}
\]  (23)

The absolute value of \( \text{sgn}[x(n)] - \text{sgn}[x(n-1)] \) will be 2 when \( x(n) \) and \( x(n-1) \) are different in sign, and is 0 otherwise.

The equations for the two energy thresholds and one zero-crossing rate threshold is defined as follows

\[
T_L = \mu_E + \alpha_1 \sigma_E,
\]  (25)

\[
T_U = \mu_E + \alpha_2 \sigma_E, \quad \alpha_1 < \alpha_2,
\]  (26)

\[
T_Z = \mu_Z + \alpha_3 \sigma_Z.
\]  (27)

The \( \alpha_1, \alpha_2, \) and \( \alpha_3 \) are parameters, which are obtained by experiments.

In the sequence of partitions, the first partition with energy greater than \( T_L \) is labelled as \( N_B \).

If the energies of the next \( B \) successive frames are greater than \( T_L \), \( N_B \) may be regarded as the beginning of a sound. On the other hand, if the energy of one of the \( B \) frames is less than \( T_L \), it is not the beginning of the sound. In this case \( N_B \) will be neglected.

After locating the \( N_B \), the next step is to check the zero-crossing rate of all the \( B \) frames to see if their zero-crossing rate is greater than \( T_Z \). Now the frame is regarded as the true beginning of the sound, and is labelled as \( N_S \). The frame after \( N_S \) with energy greater than \( T_L \) means that the sound exists. The first frame after \( N_S \) with energy less than \( T_L \) is the end of the sound, and is labelled as \( N_E \). As a result, the region of the sound is from \( N_B \) to \( N_E \) or from \( N_S \) to \( N_E \).

After the endpoint detection processing step, the number of the segmented partitions are still too large to process. So, it is necessary to reduce the numbers of partitions. The way is to combine adjacent partitions if they have similar characteristics or too short in length. The mean of the lengths between the beginning and end of all the merged segments are calculated individually as the threshold for the corresponding segment. If the length of the frame is less than the threshold, it will be merged with adjacent frames. The threshold is obtained by experiments.

4.6 Emotion Evaluation

The values used in the evaluation are calculated as follows

\[
\text{Eva}_j = \left[ \left( \sum_{i=1}^{k} w_i d_i \right)^{-1} \right]^2.
\]  (28)

Equation (28) is used to get the scores of the test sample corresponding to each emotion. Five values are obtained with respect to five emotion categories. The five values indicate emotion components of the test sample correspond to each emotional state. The five evaluation values represent the scores for each emotional state. The value of the score is normalized so it is between 0 and 1.
5. Emotion Recognition from Continuous Mandarin Speech

In this section, the method of emotion recognition is presented. And several experimental results are discussed.

5.1 Experimental Results of Segmentation with Silence

In this method, two thresholds are utilized to locate the intersection points between energy contour and thresholds. In this experiment, it is checked every two frames. In Fig. 5, the top figure shows the result of the intersection points between energy contour and the two thresholds. The bottom figure shows the mean energy in every segmented partition. The short horizontal line is the mean energy in every partition, and the long horizontal line is the threshold $T_L$. Application of the procedure will result a lot of partitions which is not easy to process. Therefore, it needs some post processings. First, the mean energy is calculated in every partition. If the values of the mean energy in adjacent partitions are all smaller or all greater than $T_L$, these partitions are merged.

Figure 6 is the enlarged plot from the marked rectangle in Fig. 5. Figure 7 shows the merged results. The top one shows the result of the intersection points between energy contour and the two thresholds. The bottom one shows the merged results for partition with similar mean energy. The horizontal line indicates the threshold $T_L$.

Figure 8 shows the result of segmentation with silence using threshold $T_L$. The segmentation result is still not good enough, so another threshold is needed to combine small partitions. The threshold $T$ is set to the average of the duration of all the partitions. When the adjacent partitions all have mean energy smaller than $T$, they are combined together.

Figure 5. The intersection points between energy contour and two thresholds

Figure 9 shows the segmentation result. The score is shown in Fig. 10. When the mean energy of the segmented partition is greater than $T_L$, it is regarded as non-silence. Therefore its score is calculated. The short horizontal line is the mean energy for each partition, and the long horizontal line is the threshold $T_L$. Ten partitions are obtained after the merging
operation. P1 and P2 whose emotional states are anger, P3 and P4 are happiness, P5 and P6 are sadness, and P7 and P8 are neutral. Comparing with the result shown in Fig. 10, the recognition of P6 is wrong.

Figure 6. The enlarged plot from the marked rectangle in Fig. 5

Figure 7. The merged result

Figure 8. Result of segmentation with silence
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5.2 Experimental Results Using Segmentation with Endpoint Detection

From Equations (25)-(27), setting $\alpha_1 = -0.5$, $\alpha_2 = 0.5$, and $\alpha_3 = 0.5$, three thresholds are obtained. Figure 11 shows an example of segmentation with endpoint detection. The thick line is the beginning of the partition and the thin line is the end of the partition. In Fig. 11, we see that there are too many partitions. Thus, we need to merge partitions with similar characteristics together.

In Figure 12, the distances of the beginning and end in two adjacent endpoints are expressed as

$$D_i = B_{i+1} - E_i, \quad i = 1, 2, \ldots, N$$

(29)

where $N$ is the total number of the intervals, $B_{i+1}$ and $E_i$ correspond to the beginning point of partition $i+1$ and the ending point of partition, respectively. Another threshold is used to merge the partitions. The threshold is calculated as
where $\bar{D}$ is the average distance between two non-silence partition, and $D_{STD}$ is the standard deviation of the distances. $\alpha_D$ is obtained from experiments and is set to 0.3. If $D_i$ is less than $T_D$ then the two intervals are combined, as shown in Fig. 13.
Figure 14. Partition result after merging using the threshold $T_D$.

The result of the application of threshold $T_D$ is shown in Fig. 14. In the bottom figure, the short horizontal line is the mean energy of each partition, and the long horizontal line is the threshold $T_L$. When the mean of the segmented partition is greater than $T_L$, it is regarded as non-silence. Eight partitions are obtained, whose original emotions are 2 anger short sentences, 2 happiness short sentences, 2 sadness short sentences, and 2 neutral short sentences, respectively. The score for each partition is shown in Fig. 15. The classified result matches with the original emotion in the corpus. Since segmentation with endpoint will obtain better results than the other two segmentation methods, we adopt it as the segmentation method in this study.

5.3 Recognition Accuracy of Continuous Speech

Table 4 shows the recognition accuracy for all the sentences listed in Table 3. The recognition accuracy is calculated from dividing the total correct recognition by the total
number of short corpora in the sentences in each category. Finally, the overall recognition accuracy is 83%.

<table>
<thead>
<tr>
<th></th>
<th>AH</th>
<th>AS</th>
<th>AB</th>
<th>AN</th>
<th>HS</th>
<th>HB</th>
<th>HN</th>
<th>SB</th>
<th>SN</th>
<th>BN</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td>0.91</td>
<td>0.89</td>
<td>0.72</td>
<td>0.84</td>
<td>0.89</td>
<td>0.80</td>
<td>0.80</td>
<td>0.86</td>
<td>0.78</td>
<td>0.81</td>
<td><strong>0.83</strong></td>
</tr>
</tbody>
</table>

Table 4. The recognition accuracy of Corpus II

6. Conclusions and Future Works

In recent years, emotion recognition is used in more and more applications. In this study, the emotion recognition from continuous speech is realized. Emotion recognition used in real world can be expected soon. The application in the call-centre can help the customer service personnel to better serve the customer. Endpoint detection is used to segment the continuous speech. The feature sets are 12 LPCCs and 20 MFCCs. The classifier is D-KNN with Fibonacci series weighting. The recognition accuracy of 83% is obtained.

It is not easy to obtain the emotional corpus, especially continuous emotional corpus. In the future, it is necessary to get more emotional speech corpora, and hope to collect them in various forms, such as recording in a noisy environment or not so perfect sound quality. In real life, speeches do not always be recorded in a quiet environment or with high quality devices. The emotion recognition from continuous speech can be used in business, such as call centre. If the real-time system is going to be realized, the performance of the program must be improved. In other words, the programming language need to be changed to that can be used not only in personal computers but also in other devices, such as personal digital assistants (PDAs) or mobile phones.
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