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1. Introduction

This chapter examines the multiple image objects detection, tracking, and classification method using human articulated visual perception capability in consecutive image sequences. The described artificial vision system mimics the characteristics of the human visual perception. It is a well known fact that a human being, first detects and focuses motion energy of a scene, and then analyzes only a detailed color region of that focused region using a storage cell from a human brain. From this fact, the spatio-temporal mechanism is derived in order to detect and track multiple objects in consecutive image sequences. This mechanism provides an efficient method for more complex analysis using data association in spatially attentive window and predicted temporal location. In addition, occlusion problem between multiple moving objects is considered. When multiple objects are moving or occluded between them in areas of visual field, a simultaneous detection and tracking of multiple objects tend to fail. This is due to the fact that incompletely estimated feature vectors such as location, color, velocity, and acceleration of a target provide ambiguous and missing information. In addition, partial information cannot render the complete information unless temporal consistency is considered when objects are occluded between them or they are hidden in obstacles. To cope with these issues, the spatially and temporally considered mechanism using occlusion activity detection and object association with partial probability model can be considered. Furthermore, the detected moving targets can be tracked simultaneously and reliably using the extended joint probabilistic data association (JPDA) filter. Finally, target classification is performed using the decision fusion method of shape and motion information based on Bayesian framework. For reliable and stable classification of targets, multiple invariant feature vectors to more certainly discriminate between targets are required. To do this, shape and motion information are extracted using Fourier descriptor, gradients, and motion feature variation on spatial and temporal images, and then local decisions are performed respectively. Finally, global decision is done using decision fusion method based on Bayesian framework. The experimental evaluations show the performance and usefulness of introduced algorithms that are applied to real image sequences. Figure 1 shows the system block-diagram of multi-target detection, tracking, and classification.
In section 2, we describe the target detection and feature selection procedure employing occlusion reasoning from detail analysis of spatio-temporal video frame sequences. In section 3, multi-target tracking based on modified joint probabilistic data association filter is described. In section 4, we describe the multi-target classification using local and global decision rules based on Bayesian framework. Finally, concluding remarks are described in section 5.

Figure 1. System block-diagram for multi-target detection, tracking, and classification

2. Target Detection and Feature Selection

In video frame sequences, extracting moving blobs is very important task to identify the target. Its performance affects the accuracy of the detection, tracking and classification because the detected moving blobs might include the false alarms. To increase the accuracy of moving blob extraction, adaptive background model generation is required. From this model, accurate estimation of moving blob region can be done just by subtracting accurately estimated adaptive background model from original video frame. For doing this, lots of researches have been done (Y.L. Tian et al. 2005, C.Stauffer et al. 1999, A.El gammal, et al. 2002, K. Kim, et al. 2004). These researches make the time variant background model using temporal information, and then subtract it from the original video frame sequence. In addition, spatial directional information using motion estimation can be applied.

2.1 Moving Blobs Detection

For moving blobs detection, the spatio-temporal information is very important task to accurately estimate the just moving parts from the complex background. The human eye first stimulates motion information such as time difference image to recognize the moving objects, and then focus on the spatial information such as detail color distribution in detected motion information group.

To mimic the human eye, motion information is first estimated. For doing this, moving blob detection is achieved by adaptively estimating the fixed background model and then by subtracting the background model from the original video frame sequences. For estimating background model in this chapter, the extended adaptive change detection algorithm (Huwer, et al. 2000) that improves change detection accuracy by combining both the temporal difference and the spatial difference using weighted accumulation is applied.
function that accumulates consecutive video frame sequences is given by $\phi(f_i, f_i, \tau)$ representing a measure for the number of past values.

$$
\hat{f}_{i+1}(x, y) = \phi(\hat{f}_i(x, y), f_i(x, y), \tau) = f_i(x, y)\left(1 - e^{-1/\tau}\right) + \hat{f}_i(x, y)e^{-1/\tau}
$$

(1)

where $f_i$ is the video frame sequences and $\tau$ is the length of the video frame accumulation. Using this accumulated video frames, mean background image $\mu_i$ is computed. Then, the detection of the background change region, $B_i$ is then done by thresholding the absolute difference between the current video frame $f_i$ and the mean background video frame, $\mu_i$ with the background standard deviations, $\sigma_i$. Figure 2 shows the moving blob detection example.

$$
B_i(x, y) = \{(x, y) \in I / \|\mu_i(x, y) - f_i(x, y)\| > \sigma_i(x, y)\}
$$

(2)

Figure 2. Moving blobs detection using time difference of current video frame and adaptive background model

In addition, the optical flow estimation (S.S. Beauchemin, et al. 1995) is done between the previous video frame sequence and current video frame sequence. The optical flow estimation result, $B_{opt}$ is combined for the detection of the background change region as given

$$
B_i(x, y) = \max(B_i(x, y), B_{opt}(x, y))
$$

(3)
Background adaptation procedure is recursively performed to deal with changes in illumination. To reliably detect moving blobs as shown in Figure 3, the time difference method using shape and motion information is applied as follows:

\[
B_{i,j}(x, y) = |B_i(x, y) - f_i(x, y)|
\]  

(4)

**Figure 3. Moving blobs detection example**

On the segmented image, \(B_{t,i}(x,y)\), a connected components analysis is then applied in order to fill holes in probable regions of interest. It is due to the fact that initial segmentation region is usually noisy. So, the low-pass filter and morphological operations are required. Next time, the segmented foreground region is labeled. At this time, a blob map of current video frame is computed. The blob map, \(b_i(t)\) is represented by

\[
b_i(t) = \bigcup_x \{d_{i,t}(t) > \Gamma \}
\]  

(5)

where \(d_{i,t}(t)\) is a segmented foreground region, and \(\Gamma\) is a threshold to rule out small region. The blob map, \(b_i(t)\) is recomputed for obtaining the color distribution (M. J. Swain, et al. 1991) of a blob as follows.

\[
MB_{i,j}(x, y) = \begin{cases} 
  f_i(x, y) & \text{if } b_i(x, y) == 1 \\
  0 & \text{else}
\end{cases}
\]

(6)

where \(MB_{i,j}(x,y)\) is a moving bob having color model, \(i\) is a moving blob index, and \(j\) is a frame index. This moving blob color model can be used in order to associate a specific blob of occluded region with a real target when the occlusion status is enabled. Thus, this model is saved during short-time period. Meanwhile, it is not stored in queue during the occlusion status is enabled. We then compute the centroids (center points) of labeled blobs as feature vectors by calculating the geometric moment of moving blobs by using

\[
M_{p,q} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x^p y^q f(x, y) \, dx \, dy
\]

(7)

where \(f(x,y)\) is a moving blob to be analyzed and \((p_x, p_y)\) is a centroid. The center point is stored at the trajectory variable, and it computes the width, \(MV_w(i)\) and height, \(MV_h(i)\) to represent the bounding region as a minimum bounding rectangle (MBR) (Rasmussen, et al. 1998). The respective centroid points in video frame sequences can give the object's
kinematic status information such as walk, running, turn over and so on. Thus, we would be able to utilize them for analyzing objects behavior pattern.

2.2 Occlusion

In feature based multiple target tracking, occlusion issue is challenging one to be considered. Combining feature points derives the tracking failure on the tracking filter. Thus, the separation procedure should be done. To perform the separation procedure, detail analysis should be done in combined (or occluded) region between moving objects. For doing this, temporal information having time difference energy and motion can be utilized. If the modeling of object movement is applied, we can predict the object movement from the LTM (Long Term Memory). Thus, we can utilize the predicted motion information when the multiple objects are occluded between them or hidden back to obstacles even if it is an inaccurate estimation. For doing this, occlusion activity detection algorithm can be applied (H. K. Lee, et al. 2006). This method predicts the occlusion status of next step by employing a kinematics model of moving objects as shown in Figure 4, and notifies it for next complex analysis. Thus, this describes the temporal attention model. Then, the occlusion status is updated in current time of captured image after comparing the MBR of each object in attention window. Proposed occlusion activity detection algorithm has two-stage strategies as follows.

![Figure 4. Occlusion reasoning and prediction using Kalman prediction](image)

- **STEP 1: Occlusion Prediction Stage**
  This step predicts the next center points of blobs by employing the Kalman prediction (Y. Bar-Shalom, et al. 1995) as follows:

  \[
  \hat{S}(k + 1/k) = F(k)\hat{S}(k/k) + u(k) \\
  \hat{Z}(k + 1/k) = H(k + 1)\hat{S}(k + 1/k)
  \]

  where \(S(k+1/k)\) is the state vector at time \(k+1\) given cumulative measurements to time \(k\), \(F(k)\) is a transition matrix, and \(u(k)\) is a sequence of zero-mean, white Gaussian process noise. Using the predicted center points, we can determine the redundancy of objects using
the intersection measure in attention window. The occlusion activity is computed by comparing if or not there is an overlapping region between $\text{MBR}_i$ of each object in the predicted center points as follows.

$$F_g = \begin{cases} 
1 & \text{if } (\text{MBR}_i \cap \text{MBR}_j) \neq \emptyset \\
0 & \text{otherwise}
\end{cases}$$

(10)

where the variable, $i, j=1,\ldots,m$, the variable, $F_g$ is an occlusion alarm flag, the subscript $i$ and $j$ are the index of the detected target at the previous frame, and $m$ is a number of a target. If a redundant region has occurred at the predicted position, the probability of occlusion occurrence in the next step will be increased. Therefore, the occlusion activity status is notified for next complex analysis.

Figure 5. Minimum bounding rectangle for representing a validation region using occlusion reasoning

- **STEP 2: Update Stage of Occlusion Status**

The occlusion activity status can be updated in the current frame. The first, the size of the labeled blobs is verified whether they are contained within the validation region or not. If the shape of labeled blobs is contained within the validation region, the occlusion status flag is disabled. Otherwise, we conclude that the occlusion has occurred at the region, and the occlusion status is enabled. At this time, we apply the predicted center points of the previous step to the system model and the predicted MBR is recomputed as in Figure 5. Then, the Kalman gain is computed and the measurement equation is updated.
2.3 Feature Selection

Each feature set describing multiple objects is integrated into a set of feature map. This feature map is used for visual search process to associate each blob with a real target. In this paper, color, location, velocity, and acceleration are used to describe object shape and model the kinematics of moving objects (Y. Bar-Shalom, et al. 1995).

Let \( o = [o_1, o_2, \ldots, o_M] \) denote the set of objects to track, \( \varphi \) denotes the movement directions for object \( o_i \) and \( x = [x_i, y_i]^T \) denote the vector of points of center corresponding to \( o_i \), with \( v = [\dot{x}_i, \dot{y}_i]^T \), where \( \dot{x}_i \) and \( \dot{y}_i \) denote the derivative of \( x_i \) and \( y_i \) with respect to \( t \), respectively. First, center points of moving objects are computed, and then movement directions are computed using motion vectors extracted by the optical flow method (Kollnig, et al. 1994). To obtain the movement directions of objects, we compute the direction of motion vector for each pixel. The direction, \( \varphi \) of the vector is defined and computed using the Lucas-Kanade tracking equation (Tomasi, C. et al.) as follows:

\[
\varphi(\text{rad}) = \text{angle}\left(\frac{v_y}{v_x}\right) \quad 0 \leq \varphi < 2\pi
\]

\[
= \left\{ \varphi / \sin \varphi = v_y / \|v\| \right\} \cap \left\{ \varphi / \cos \varphi = v_x / \|v\| \right\} \cap \left\{ \varphi / \tan \varphi = v_y / v_x \right\}
\]

where \( v_x \) and \( v_y \) are motion vectors for \( x \) and \( y \) direction respectively, and \( \|v\| = \sqrt{v_x^2 + v_y^2} \).

From Equation (11), we know \( \dot{x} = \|v\| \cos \varphi \) and \( \dot{y} = \|v\| \sin \varphi \). The equations are differentiated with respect to \( t \) as follows.

\[
\frac{d}{dt} \varphi = -\frac{1}{\|v\| \sin \varphi} \frac{1}{\|v\| \cos \varphi} \quad \frac{\dot{x}}{2\|v\|} = \frac{1}{\cos \varphi} \left( \frac{1}{\sin \varphi} \|v\| \dot{\varphi} - \frac{1}{\sin \varphi} \frac{\dot{x}}{2\|v\|} \right)
\]

Using equation (11) and (12), the proposed system model is given by

\[
\dot{s} = \Psi s + \Pi u + v \quad v \sim M(0, Q)
\]

\[
\Psi = \begin{bmatrix}
O_{2n \times 2n} & I_2 & O_{2n \times 2n} & O_{2n \times 1} \\
O_{2n \times 2n} & -G \Sigma & O_{2n \times 2n} & O_{2n \times 2n} \\
O_{2n \times 2n} & O_{2n \times 2n} & O_{2n \times 2n} & O_{2n \times 2n} \\
O_{2n \times 2n} & O_{2n \times 2n} & \frac{1}{2\|v\|} [\csc \varphi \sec \varphi] & 0 \\
\end{bmatrix}
\]

\[
\Pi = \begin{bmatrix}
O_{2n \times 2n} \\
-G \Sigma I_2 \\
O_{2n \times 2n} \\
O_{2n \times 2n}
\end{bmatrix}
\]

where \( O_{m \times n} \) is an \( m \times n \) zero matrix, \( I_m \) is an \( m \times m \) identity matrix and \( s = [x^T, v^T, a^T, \varphi]^T \) denote the system state, which is composed of center points, velocity, acceleration and direction of moving object. In the proposed method, the acceleration component in state vector is included to cope with maneuvering of object. The model assumes random acceleration with covariance \( Q \), which accounts for changes in image velocity. As the eigen-values of \( Q \) become larger, old measurements are given relatively low weight in the
adjustment of state. This allows the system to adapt to changes in the object velocity. Since time interval \( \Delta t \) between one frame and next is very small, it is assumed that \( F \) is constant over the \((t_k, t_{k+1})\) interval of interest. The state transition matrix is simply given by

\[
F_k = e^{wM} = \begin{bmatrix}
I_2 & I_2 \Delta t & \frac{\Delta t^2}{2} I_2 & O_{2 \times 4} \\
O_{2 \times 2} & I_2 - G^{-1} \Sigma M & O_{2 \times 2} & O_{2 \times 4} \\
O_{2 \times 2} & O_{2 \times 2} & I_2 & O_{2 \times 4} \\
O_{1 \times 2} & O_{1 \times 2} & \frac{\Delta t}{2} [\csc \theta \ \sec \phi] & 1
\end{bmatrix}
\]  

(16)

Let \( z = [z_1, z_2, \ldots, z_M] \) and \( z_i \) denote the measurement vector for object \( o_i \). In the proposed model, center points and movement directions for each object are treated as system measurements. The measurement vector satisfies:

\[
z_i = Hs + w \quad w \sim N(0, R)
\]

(17)
\[
H = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}
\]

(18)

where matrix \( H \) connects the relationship between \( z_i \) and \( s \). After all, the object kinematics model is determined by setting the appropriate parameters.

### 3. Multi-Target Tracking using Data Association

For multi-target tracking, the joint probabilistic data association filter (JPDA) (Y. Bar-Shalom, et al. 1995, Samuel Blackman, et al. 1999, Rasmussen, et al. 1998) is applied. Similarly to the PDA algorithm (Y. Bar-Shalom, et al. 1995, Samuel Blackman, et al. 1999), the JPDA computes the probabilities of association of only the latest set of measurements \( Z(k) \) to the various targets. The key to the JPDA algorithm is the evaluation of the conditional probabilities of the following joint association events pertaining to the current time \( k \). First, it computes the probabilities of association of only the latest set of moving blob \( Z(k) \) to the targets to pursue multiple people simultaneously. Next, steps depict the process for calculating the association probability between multiple people.

**Step 1: Construction of validation matrix**

First, it defines the validation matrix for the evaluation of the conditional probabilities of the following joint association events pertaining to the current image frame, \( k \).

\[
\theta = \bigcap_{j=1}^{m_t} \theta_{jt}
\]

(19)

where \( \theta_{jt} \) is the moving blob, \( j \) originated from person, \( t, j=1, \ldots, m_k, t=0, \ldots, T \). A joint association event, \( \theta \) can be represented by the matrix;

\[
\hat{\Omega}(\theta) = [\hat{\omega}_{jt}(\theta)]
\]

(20)

consisting of the units in \( \Omega \) corresponding to the association in \( \theta \), i.e.,
At this point, a moving blob can have only one source, and no more than one moving blob can originate from one person. This is a necessary condition for validation matrix. On the contrary, if an occlusion is occurred, such a condition is not satisfied.

1. Occlusion Case:
Using the recalculated moving blobs, the proposed system satisfies above condition. It employs the state transition model to handle various occlusion scenarios according to the state transition mode (occlusion mode and non-occlusion mode) within the JPDA filter. The transition of the current state that can be altered according to occlusion prediction and detection rules is just conditionally processed. The occlusion process that consists of the procedure of occlusion prediction and detection, and a splitting of coupled objects according to state transition mode, is performed.

Figure 6 shows a state transition diagram with two states. Each state is used to reflect the states of occlusion at each image frames. Under the occlusion state, a recalculating procedure of the occluded people is performed and then the tracking flow is continued. Seven transition modes are applied as follows. (1) A specific target enters into the scene. (2) Multiple targets enter into the scene. (3) A specific target is moving and forms a group with other targets, or just moves beside other targets or obstacles. (4) A specific target within the group leaves a group. (5) A specific target continues to move alone, or stops moving and then starts to move again. (6) Multiple targets in a group continue to move and interact between them, or stop interacting and then start to move again. (7) (8) A specific target or a group leaves a scene. The events of (1), (4), (5), and (7) can be tracked using general Kalman tracking. In addition, the events of (2), (3), (6) and (8) can be tracked reliably using predictive estimation method.

![State transition diagram using occlusion reasoning](image)

2. Non-Occlusion Case:
Under the non-occlusion state, a normal JPDA tracking filtering is performed.

**Step 2: Compute Joint Association Probability**
The purpose at this step is to compute the marginal association probability, $\beta_\mu$, that is the probability to be associated between j-th moving blob and person t at current frame k using image sequences. Then, in order to estimate the state and for the purpose of deriving the joint probabilities, it defines the person detection indicator $\delta_\mu(\theta)$, the moving blob association indicator $\tau_\mu(\theta)$ and the number of false alarm blobs $\phi(\theta)$ as in Equation (4-22), (4-23), and (4-24).
\[
\delta_t(\theta) \equiv \sum_{j=1}^{m_t} \hat{\omega}_j(\theta) \leq 1, \quad t = 1, \ldots, T
\]  
(22)

\[
\tau_j(\theta) \equiv \sum_{i=1}^{r} \hat{\omega}_{ji}(\theta), \quad j = 1, \ldots, m_k
\]  
(23)

\[
\phi(\theta) = \sum_{j=1}^{m_k} \left[ 1 - \tau_j(\theta) \right]
\]  
(24)

1. Conditional Probability:
The conditional probability of the joint association event, \( \theta(k) \) given the set \( Z^k \) of validated moving blobs at current image frame \( k \) using Bayes’ rule is as follows:

\[
P[\theta(k) / Z^k] = P[\theta(k) / Z(k), Z^{k-1}] = \frac{1}{c} p[Z(k) / \theta(k), Z^{k-1}] P[\theta(k) / Z^{k-1}] P[\theta(k)]
\]  
(25)

where \( c \) is the normalization constant.

2. Likelihood Function
The PDF on the right-hand side in equation (25) is

\[
p[Z(k) / \theta(k), Z^{k-1}] = \prod_{j=1}^{m_k} p[z_j(k) / \theta_{ji}(k), Z^{k-1}]
\]  
(26)

The conditional PDF of a moving blob given its origin is assumed to be

\[
p[z_j(k) / \theta_{ji}(k), Z^{k-1}] = \begin{cases} 
N_j \left[ z_j(k) \right] & \text{if } \tau_j[\theta(k)] = 1 \\
V^{-1} & \text{otherwise}
\end{cases}
\]  
(27)

where a moving blob associated with person \( t_j \) has Gaussian PDF. Moving blobs not associated with any person are assumed uniformly distributed in the field of view of volume \( V \). Using Equation (27), the PDF (26) can be written as follows:

\[
p[Z(k) / \theta(k), Z^{k-1}] = V^{-\phi(\theta)} \prod_{j=1}^{M} \left[ N(\tilde{x}_j, x_i, \Sigma_i) \right]^{\tau_j(\theta)}
\]  
(28)

3. Prior Probability:
The prior probability of a joint association event \( \theta(k) \) combining equations (30) and (31) in equation (29) yields the equation (32).

\[
P[\theta(k)] = P[\theta(k), \delta(\theta), \phi(\theta)] = P[\theta(k) / \delta(\theta), \phi(\theta)] \cdot P[\delta(\theta), \phi(\theta)]
\]  
(29)

Assuming each event a priori equally likely, first factor in equation (27) has

\[
P[\theta(k) / \delta(\theta), \phi(\theta)] = \left( P_{m_k, \phi(\theta)}^{m_k} \right)^{-1} = \left( \frac{m_k!}{\phi!} \right)^{-1} = \frac{\phi!}{m_k!}
\]  
(30)
and the last factor is

\[ P\{\delta(\theta), \phi(\theta)\} = \prod_{i=1}^{T} (P'_D)^{\delta_i} (1 - P'_D)^{\nu - \delta_i} \mu_r(\phi) \tag{31} \]

where \( P'_D \) is the detection probability of person \( t \) and \( \mu_r(\phi) \) is the prior PMF of the number of false moving blobs.

\[ P\{\theta(k)\} = \frac{\phi(\theta)^T}{\epsilon \cdot m_k} \prod_{i=1}^{T} (P'_D)^{\delta_i} (1 - P'_D)^{\nu - \delta_i} \tag{32} \]

The joint association probabilities with Poisson prior are

\[ P\{\theta(k) / Z^k\} = \frac{\lambda^\theta}{\mathcal{C}'} \prod_{j=1}^{m_j} [N_j(z_j(k))]^\theta \prod_{i=1}^{T} (P'_D)^{\delta_i} (1 - P'_D)^{\nu - \delta_i} \tag{33} \]

where \( \mathcal{C}' \) is the new normalization constant and \( \lambda \) is the special density of false moving blobs.

4. Association Probability:

Thus the marginal association probability \( \beta_{jt} \) is calculated as

\[ \beta_{jt} = P\{\theta_{jt} / Z^k\} = \sum_{\theta} P\{\theta / Z^k\} \phi_{jt}(\theta) \tag{34} \]

where \( j=1,\ldots,m \) and \( t=0,\ldots,T \) because a probabilistic inference can be made on the number of moving blobs in the validation region from the density of false alarms or clutter as well as on their location.

**Step 3: State Estimation**

Finally, the state estimation equation for each person is computed. The state is assumed to be normally Gaussian distributed according to the latest estimate and covariance matrix. The state update equation is processed as

\[ \hat{x}(k/k) = \hat{x}(k/k-1) + W(k)\nu(k) \tag{35} \]

where

\[ \nu(k) = \sum_{i=1}^{m_j} \beta_i(k) \nu_i(k) \tag{36} \]

It is highly nonlinear due to the probabilities \( \beta_i(k) \) that depend on the innovations. Unlike the standard Kalman filter, the covariance equation is independent of the moving blobs and the estimation accuracy of the error covariance

\[ P(k/k) = \beta_0(k)P(k/k-1) + [1 - \beta_0]P^c(k/k) + \tilde{P}(k) \tag{37} \]

Associated with the update state estimate depends upon the data that are actually encountered. Prediction of the state and measurement to image frame \( k+1 \) is done as in the standard Kalman filter. This JPDA filter extended for resolving occlusion problem in image based tracking is recursively processed. If the step 3 is finished, the step 1 is started again repeatedly in image sequences.

For experimental evaluation, obtained video files were sampled at video rate: example 1 (Figure 7, (b)) (total 640 frames, 15 frames per seconds, and its size is 240×320) and example...
2 (Figure 7, (a)) (total 570 frames, 15 frames per seconds, and its size is $240 \times 320$) which is processed in a gray level image. In the initial value of the JPDA algorithm to track multi-targets in Figure 7, the process noise variance = 10 and the measurement noise variance = 25 are used. An occlusion state is maintained for 34, 24 frames respectively. We assumed that we know the size of a target to track within field of view. Assumed size of target is set with the following parameters: validation region is (100 pixel, 60~150 pixel) in example 1. In example 2, validation region is (100~120 pixel, 60~170 pixel).

![Multi-target tracking result and its trajectories](image)

Figure 7. Multi-target tracking result and its trajectories

Robustness has been evaluated mainly in terms of location accuracy and error rate of feature extraction and capability to track under occlusion in complex load scenes. The table 1 is an error rate that extracted blobs are not targets within field of view.

<table>
<thead>
<tr>
<th>Error Rate($\epsilon$)</th>
<th>Error rate of feature extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example 2</td>
<td>0.786</td>
</tr>
<tr>
<td>Example 1</td>
<td>0.424</td>
</tr>
</tbody>
</table>

Table 1. Simulation result of test video sequences

4. Target Classification using Decision Fusion

In this section, the decision problem is considered as binary hypothesis testing to classify the given features into human, vehicle, and animal (H. K. Lee, et al. 2006). From multivariate feature vectors, respective local decisions are made. To extract multivariate feature vectors, shape and motion information are computed using Fourier descriptor, gradients, and motion feature variation (A. J. Lipton, et al. 1998, Y. Kuno, et al. 1996) derived from equation (6) on spatial and temporal images. And then, we apply the global fusion rule based on Bayesian framework to combine local decisions $u_i$, $i=1,2,3$ based on some optimization criterion for global decision $u_0$. This method provides effective method for the combined decision of respective local feature analysis obtained from shape and motion information. Once the foreground region is extracted, proposed system consists of three feature extraction procedures: First, Fourier descriptor and gradients representing the shape that is
invariant to several change such as translation, rotation, scale, and starting point, is computed, and then classification task for local decision is performed using neural network. Second, classification task for local decision using temporal information is performed using motion information to be obtained from rigidity condition analysis of moving objects. For doing this, skeletonization of the motion region is done, and then motion analysis is done to compute motion feature variation using selected feature points (R. Cutler, et al. 2000, H. Fujiyosi, et al. 2004). Finally, we can classify moving objects through decision fusion method based on Bayesian framework using locally obtained results from shape and motion analysis (M. M. Kokar, et al. 2001, Li. X. R., et al. 2003).

Then, we derive the optimum fusion rules that minimize the average cost in a Bayesian framework (M. M. Kokar, et al. 2001, Li. X. R., et al. 2003). This rule is given by the following likelihood ratio test:

\[
\frac{P(u_i, u_j, u_k / H_1)}{P(u_i, u_j, u_k / H_0)} \geq \frac{P_0(C_{10} - C_{00})}{P_1(C_{01} - C_{11})} \equiv \eta
\]

where \( C_{ij} \) is the cost of global decision. The left-hand side can be rewritten as given in equation (39) because the local decisions have characteristic of independence.

\[
\frac{P(u_i, u_j, u_k / H_1)}{P(u_i, u_j, u_k / H_0)} = \prod_{i=1}^{3} \frac{P(u_i / H_1)}{P(u_i / H_0)}
\]

(39)

where \( S_j \) is the set of all those local decisions that are equal to \( j \), \( j=0,1 \). In addition, equation (39) can be rewritten in terms of the probabilities of false alarm and miss in detector \( i \). That is why each input to the fusion center is a binary random variable characterized by the associated probabilities of false alarm and miss.

\[
\prod_{S_j} P(u_i = 1 / H_1) \prod_{S_j} P(u_i = 0 / H_0) = \prod_{S_j} \frac{1 - P_{F_i}}{1 - P_{M_i}} \prod_{S_j} \frac{P_{F_i}}{P_{M_i}}
\]

(40)

where \( P_{Fi}=P(\text{ui}=1/\text{H0}) \) and \( P_{Mi}=P(\text{ui}=0/\text{H1}) \). We substitute equation (40) in equation (38) and take the logarithm of both sides as follows:

\[
\sum_{S_i} \log \left( \frac{1 - P_{M_i}}{P_{F_i}} \right) + \sum_{S_i} \log \left( \frac{P_{F_i}}{1 - P_{F_i}} \right) \leq \log \left( \frac{P_0(C_{10} - C_{00})}{P_1(C_{01} - C_{11})} \right) \equiv \log \eta
\]

(41)

The equation (41) can be expressed as shown in equations (42) and (43).

\[
\sum_{i=1}^{3} \left[ u_i \log \left( \frac{1 - P_{M_i}}{P_{F_i}} \right) + (1 - u_i) \log \left( \frac{P_{M_i}}{1 - P_{F_i}} \right) \right] \leq \log \eta
\]

(42)

\[
\sum_{i=1}^{3} \left[ u_i \log \left( \frac{1 - P_{M_i}}{P_{M_i} P_{F_i}} \right) \right] \leq \log \left( \eta \prod_{i=1}^{3} \frac{1 - P_{F_i}}{P_{M_i}} \right)
\]

(43)
Thus, the optimum fusion rule is applied by forming a weighted sum of the incoming local decisions, and then comparing it with a threshold. At this time, the threshold depends on the prior probabilities and the costs.

For experimental evaluation, training images are obtained in real image sequences. Each class includes three kinds of image view having front, side, and inclined image. Each kind of image are composed of total 1200 files respectively for training, which is extracted from respective image sequences. Test images were also obtained from image sequences (image size is 480×320) about three targets (human, car, and animal): human (total 400 frames), car (total 400 frames), and animal (total 400 frames) which is a gray level image.

Figure 8. Object detection and classification

Figure 8 shows the detection and classification result of moving objects. To show the robustness of proposed method, we evaluated the proposed method which is compared to other methods such as neural net, and some fusion methods (Y. Bar-Shalom, et al. 1995, Samuel Blackman, et al. 1999, R. R. Brooks, et al. 1998). Majority voting and weighted average score method are fusion methods that are compared to the proposed fusion method. Table 2 shows the experimental results of three methods respectively with respect to the FAR(False Acceptance Rate) and the FRR(False Rejection Rate). Local decision method using neural network showed the lowest classification rate. Each local decision did not show satisfactory results. Thus, some fusion methods are secondly compared using respective local decisions. From the results, majority voting and weight average score methods showed low performance compared to the proposed method considering spatio-temporal information. Thus, we can know that the simple fusion method of final decision does not bring the good performance. In addition, we can know that the fusion method of redundant and complementary information is good choice in feature level and decision level fusion.

<table>
<thead>
<tr>
<th>Method</th>
<th>FRR(%)</th>
<th>FAR(%)</th>
<th>Recognition Rate(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural Net</td>
<td>4.0</td>
<td>3.0</td>
<td>96</td>
</tr>
<tr>
<td>Majority Voting</td>
<td>2.7</td>
<td>2.5</td>
<td>97.3</td>
</tr>
<tr>
<td>Weight Average Score</td>
<td>2.5</td>
<td>2.0</td>
<td>97.5</td>
</tr>
<tr>
<td>Decision fusion</td>
<td>1.5</td>
<td>1.3</td>
<td>98.5</td>
</tr>
</tbody>
</table>

Table 2. Experimental evaluations compared to some methods
5. Discussions and Concluding Remarks

The objects are identified consciously within the attentional aperture from human visual system. The particular region of interest rendering motion sensation is focused, and then the complex analysis can be applied. By using this concept, both temporal attention and spatial attention can be considered because temporal attention provides the predictable motion model, and spatial attention provides the detailed local feature analysis. From this fact, the spatio-temporal mechanism is derived in order to detect and track multiple objects in consecutive video frame sequences. This mechanism provided an efficient method for more complex analysis using data association in spatially attentive window and predicted temporal location.

The challenging issue is when multiple objects are moving or occluded between them in areas of visual field. At this time, a simultaneous detection and tracking of multiple objects tend to fail. This is due to the fact that incompletely estimated feature vectors such as location, color, velocity, and acceleration of a target provide ambiguous and missing information. In addition, partial information cannot render the complete information unless temporal consistency is considered when objects are occluded between them or they are hidden in obstacles. Thus, the spatially and temporally considered mechanism using occlusion activity detection and object association with partial probability model should be considered.

Besides, multi-target tracking task has lots of challenging issues under complex situations such as environmental weather conditions; snow, rain, fog, night, and so on. Thus, preprocessing stage is also seriously considered before moving blob detection process. Accurate moving blob detection would derive a high performance of target tracking and recognition. Thus, preprocessing techniques under natural environments would be studied using sensor fusion scheme such as CCDs and IR sensors.
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