Road Tracking Method Suitable for Both Unstructured and Structured Roads
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Abstract This paper deals with a problem of road tracking and vehicle positioning based on sequential images captured by a vehicle mounted monocular colour camera. The paper presents a new region-based road tracking method, which is suitable for both structured and unstructured roads. The proposed method is based on our original road segmentation algorithm and estimates road model parameters from measurements obtained by analysis of segmented road region. Although the proposed method is tested over a limited range, evaluation on real image sequences shows promising results for various types of road.
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1. Introduction

In the field of autonomous vehicles, road geometry recovery and vehicle positioning plays an essential role in path finding and navigational control of the vehicle. One way to accomplish these tasks is to use an image sequence captured by a vehicle mounted camera, and analyse the image sequence by methods of computer vision to extract the necessary information.

The basic idea of to recover road geometry and decide the position of the vehicle from images captured by a monocular camera is to build some kind of road model and fit it to features extracted from the image. There is a group of methods based on stereo-vision [1–3], but since this paper mainly focuses on methods based on monocular vision, stereo-vision methods are not discussed in detail here. There are also great achievements from the DARPA Grand Challenge [4,5], but the results are achieved by combining camera with LIDAR and other sensors, while here we focus purely on vision-based techniques, mainly because the camera is a completely passive sensor.

Monocular vision-based methods can be further divided into two groups. The first group consists of methods which attempt to detect road boundaries. One type of approach is methods which exploit surface marking to detect road
boundaries [6–8]. Surface marking causes strong edges in gradient image, and edges appear in pairs, which can help to reduce outliers and increase accuracy of road boundary detection. However, such an approach is unusable for unstructured roads (roads without surface marking). The simplest ideas on how to cope with unstructured roads is to use single edges to detect road boundaries [9–12]. However, edges in gradient image are caused by local changes of intensity and there is no easy way to distinguish between real road boundaries and edges caused by other objects, even if the edge detection is perfect.

An approach opposite to boundary-based methods is the region-based approach. Knowing objects in a form of segmented regions allows us to always decide unique boundaries of the particular object, what is not trivial in the opposite case (find an object from a set of edges), especially in cluttered environments. Region segmentation can also be performed in some cases, when edges cannot be defined and regions differ only in texture. From this point of view, region-based road following should potentially be able to cope not only with structured roads, but also with unstructured roads or rural roads without pavements.

Region-based methods working purely with monocular vision are still very rare compared to boundary-based approach [13,14]. The main reason for this is that the region-based methods are generally more sensitive to lighting conditions, and stable segmentation of the road region is still a very challenging task. Therefore, improvement of road segmentation performance is key to the improvement of region-based road following techniques.

This paper presents a new region-based road tracking method exploiting monocular vision, which is suitable for both structured and unstructured roads. There are two main contributions in this paper. The first one is a sequential Monte-Carlo-based method for extraction of road region from a monocular colour image sequence. The second one is a method for analysis of extracted road region to obtain measurements for estimation of road model parameters. The detailed description of the proposed method is given in the following sections, and experimental evaluation carried out on real image sequences is reported to show performance of the proposed method.

2. Region-Based Road Tracking Method

2.1 Overview of the System

A basic principle behind vision-based road tracking is to define a road model and fit it continuously to some features extracted from the input image. Information about the road which can be obtained by this method strongly depends on the type of the road model. The road is usually modeled by some kind of parametric curve and road tracking in this context can be seen as a problem of how to estimate road model parameters. The most widely used road model approximates left and right road boundaries by quadratic functions [8]. Other methods adopt spline functions [10, 12] or circles [11]. Information which can be obtained using such models is mainly lateral deviation from the road centre, road width, yaw angle with respect to the centre line of road, and road curvature. Furthermore, pitch angle can be obtained on the assumption that the road boundaries are parallel.

![Figure 1. Road Model](image)

In our method, a single quadratic function is adopted, since it is enough to estimate lateral deviation, direction angle and road curvature. As will be seen later, estimation of the road width is also possible, but since road width estimation does not directly depend on the road model in our approach, it is not discussed in detail in this paper.

The adopted road model is schematically shown as a top view in Figure 1. The road is modelled as a single quadratic function of the form

\[ X = aZ^2 + bZ + c \]  

(1)

where \( a, b, c \) are parameters to be estimated, and \( X,Z \) are coordinates in the coordinate system fixed to the camera and overlaying the road plane.

Lateral deviation \( \Delta X \), direction angle \( \mu \) and road curvature \( \kappa \) can be obtained from the parameters \( a, b, c \) by setting \( Z \) to origin as follows.

![Figure 2. Processing Loop of Road Tracking](image)
\[ \Delta X = -c \]  
\[ \mu = -\arctan(b) \]  
\[ \kappa = -\frac{2a}{(b^2 + 1)^2} \]

The estimation of the road model parameters \( a, b, c \) is schematically shown in Figure 2. Estimation is achieved by continuous repeating of road segmentation, road region analysis and model update steps. Details of the building blocks are described in the following subsections.

### 2.2 Road Region Segmentation

Road segmentation is a first key step in our method, but generally it is not a trivial task. Since the visual appearance of the road depends on the type of pavement, lighting conditions and many other factors, we need a segmentation algorithm which can adaptively handle changes in the visual appearance of the road.

The key idea in our segmentation method is to estimate the probability density function (PDF) of road pixels from a sequence of observations. We first define five-dimensional feature vector \( s \) as

\[ s = (r, g, b, x, y)^T \]

where \( r, g, b \) mean colour components and \( x, y \) mean pixel position. Our goal is to estimate PDF \( p(s|u_{b,k}) \), where \( u_{b,k} \) stands for sequence of observations. Since roads can take different shapes, and it is very hard to make assumptions about distribution of the colour components \( p(s|u_{b,k}) \) is expected to be strongly non-Gaussian. Therefore, an estimation method which can cope with general distributions is required. In our approach, we adopted a method based on sequential Monte-Carlo estimation [15].

The sequential Monte-Carlo estimation approximates general PDF by using a set of weighted samples, and recursively estimates the sample values and their weights by repeating prediction and update steps. Using the sequential Monte-Carlo estimation, the estimation of road region PDF is performed as follows

1. Express a PDF of the road region as a set of weighted samples \( S = \left\{ (s_k^{(i)}, w_k^{(i)}) \right\}, i = 1 \cdots N \).
2. Initialize the sample set \( S \).
3. For each time step repeat the following:
   a) Draw randomly \( M \) samples from sample set \( S \) according to importance weights.
   b) Apply transition model of eq.(6) to each drawn sample (See Figure 3(a)).
\[ s_k^{(i)} = s_k^{(i-1)} + v \]  
\[ v \] denotes a vector of random values with mutually independent normal distributions and zero mean. A simple random-walk type transition model is used, because we have no additional knowledge about transition process.

c) Set a new weight for each sample according to eq.(7)
\[ w_k^{(i)} = p(u_k^{(i)}|s_k^{(i)}) \]
Here, \( p(u_k^{(i)}|s_k^{(i)}) \) means an observation PDF, which we defined as
\[ p(u_k^{(i)}|s_k^{(i)}) \propto \exp \left( -\frac{1}{2} D_C^2 \right) \]
\[ D_C^2 = (c_k^{(i)} - u_k^{(i)})^T \Sigma_m^{-1} (c_k^{(i)} - u_k^{(i)}) \]

In the equations above, \( c_k^{(i)} = \left( r_k^{(i)}, g_k^{(i)}, b_k^{(i)} \right)^T \) is a vector of colour components of the sample \( s_k^{(i)}, u_k^{(i)} \) is a vector of colour components observed in input image at pixel position given by components \( x_k^{(i)}, y_k^{(i)} \) of the sample \( s_k^{(i)} \), and \( \Sigma_m \) is a diagonal matrix of variances of the observation noise. This PDF basically measures distance \( D_C \) between colour components of sample and colour components observed in the input image (See Figure 3(b)). High weights are set for the sample when this distance is small, and low weights are set if the distance is large (see Figure 3(c). The size of the circle corresponds to the value of the weight).

d) Normalize weights such that
\[ 1 = \sum_{i=1}^{N} w_k^{(i)} \]

e) Replace set \( S \) by the updated weighted samples.
By the above described procedure, road region PDF is estimated in the form of weighted samples. To evaluate 
\( p(s|u_{ok}) \) for arbitrary value of \( s \) we have adopted some kinds of interpolation. In our method, we used smoothing
y Gaussian window, and calculated the value of \( p(s|u_{ok}) \)

for arbitrary \( s \) as

\[
p(s|u_{ok}) = \alpha \sum_{k=1}^{N} w_k^{(i)} \exp\left(-\frac{1}{2}(s-s_k^{(i)})^T \Sigma^{-1}(s-s_k^{(i)})\right) \tag{10}
\]

**Figure 4.** Samples and Resulting Segmentation

Here \( \Sigma \) is a diagonal matrix of parameters which control the width of the Gaussian window, \( S_k^{(i)} \) is a sample from

sample set \( S \) at discrete time \( k \), \( w_k^{(i)} \) is weight assigned to the sample and \( \alpha \) is a normalizing coefficient. Segmentation

of road region from input image is performed by pixel-wise evaluation of the \( p(s|u_{ok}) \) and simple thresholding is used to
decide road and non-road pixels.

The segmentation algorithm described above can be seen as a

kind of tracking method without a priori shape model.
The cloud of samples tracks (after initialization) the road

region features within the feature space, formed by colour components and spatial coordinates (simple heuristics that

a road should be visible at the bottom of the image is used

in initialization). By this we obtain a PDF of the road region

features in the discrete form, and we use the PDF as a

classifier to decide road and non-road pixels.

**Figure 4(a) shows an example of spatial distribution of the

samples for one frame from a real image sequence. Figure

4(b) shows a segmentation result for this frame, obtained

by evaluation of eq.(10). Pixels in output image are set to

grey if the value of eq.(10) is above the threshold, and

white if the value is below the threshold.

**Examples of segmentation results for image sequences

with representative frames in Figure 5 are shown in

Figure 6. For a more exact evaluation of the segmentation

method, we segmented manually all frames for example

sequences in Figure 5, and used a Jaccard index to

measure the similarity between manually segmented

frames and the segmentation results obtained using our

method. The Jaccard index for two sets \( A \) and \( B \) is defined

as

\[
J = \frac{|A \cap B|}{|A \cup B|} \tag{11}
\]

In our case \( A \) is a set of road pixels segmented by our

segmentation method, and \( B \) is a set of road pixels

segmented manually. Symbol \( |S| \) means size of set.

Corresponding averages of the Jaccard index for each

sequence are summarized in Table 1. As can be seen, the

proposed method shows a good performance for different

types of road surface, including a road without pavements.

A plausible result is obtained also for the sequence with

another car in the same traffic line. More detailed

description and evaluation results for our segmentation

method can be found in our previous report [16].

**Figure 5.** Example of Road Images

**Figure 6.** Segmentation Results

<table>
<thead>
<tr>
<th></th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
<th>(f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J )</td>
<td>0.82</td>
<td>0.81</td>
<td>0.80</td>
<td>0.91</td>
<td>0.89</td>
<td>0.87</td>
</tr>
</tbody>
</table>

**Table 1.** Average Jaccard Index \( J \) for Segmentation of the

Sequences in Figure 5(a)-(f)

2.3 Analysis of the Road Region

As is shown in Figure 2, after segmentation of the road

region we perform an analysis of the road region to obtain

measurements for estimation of the road model parameters.

In our method, the analysis of the road region is performed

with the help of measuring regions. Basic configuration is

shown in Figure 7. Measuring regions are virtual rectangles

placed at predefined \( Z \) coordinates \( Z_k, k = 1, \ldots, N \) and

centered at the current road model curve.

With known camera parameters (perpendicular distance

from road surface, pitch angle, focus length), the
measuring regions can be projected to the image plane, and superimposed to the segmented road region. This is schematically shown in Figure 8. Using these projected regions, we calculate measurements for road model parameters’ estimation as follows.

\[
X = aX^2 + bY + c
\]

**Figure 7. Measuring Regions**

Using the centre point of each measuring region as seed point, we extract all road pixels within the measuring region connected with the seed point by region growing method. If the seed point is a non-road point, the measurement is discarded from further processing. Using extracted pixels, we calculate their centre of mass for each measuring region, and use a horizontal coordinate of the centre of mass as a measurement for road model parameters estimation. A vertical coordinate of the measured point is kept fixed at the centre of measuring region. Next we project measured points back into the X, Z coordinate system. By this we obtain a set of N points \(\{X_k, Z_k\}\) with predefined \(Z_k\) coordinates, where N is a number of measuring regions.

**Figure 8. Projected Measuring Regions**

Let us next explain how the extraction of measuring points behaves for different road types. Figure 9 shows schematically typical road situations.

Let us first look in Figure 9(a). The current road model here is closer to the left side of the road, and parts of measuring regions are outside of the road region. Road pixels connected to the centre of the measuring regions are filled with light grey and measured points, calculated as centres of mass of the light grey regions, are shown by black dots. Since the measured points are closer to the road centre, the road model after update would shift to the right, which is a desired behaviour.

Figure 9(b) shows a situation when a far part of road is missing. This can occur when a road is occluded by another car in the traffic line. As was described above, we can decide the measurement to be invalid, if the measuring region is completely outside of the road. This allows us to handle a number of valid measurements and stop the estimation process if the number of valid measured points is insufficient, and no meaningful estimation can be performed.

Another situation is shown in Figure 9(c). Such a situation can occur for roads with multiple traffic lines separated by a solid line. The current road model is shown closer to the right side of the traffic line and a part of the measuring regions is covering a road region of another traffic line. Because the surface marking is not extracted as a road region (see examples in Figure 5), the road pixels of another traffic line are not connected with the centres of the measuring regions. Again, road pixels connected to the centre of each measuring region are shown by light grey and centres of mass of light grey regions are shown by black dots. Measured points appear at positions closer to the centre of traffic line, and the re-estimated model would shift toward the centre of the traffic line as is desired.

Figure 9(d) shows a case of multiple traffic lines separated by dashed line. Because road pixels of each traffic line are not completely separated, only some of the measuring regions behave in the way described for Figure 9(c). The measuring regions which contain completely connected pixels give measured points which are almost in the same position as an original centre of the measuring region. Positions of the measured points for this case are more noisy than in the previous cases, but they still on average tend to be closer to the centre of the current traffic line. Therefore, we will still also be able to estimate plausible road model parameters for this case using an estimation method which can handle such noisy measurements.

As can be understood from this explanation, the road model does not necessarily pass the centre of the road or traffic line. The road model converges to the centre of the
road, if the measuring regions are wider than the road-width. If the width of measuring regions is narrower than the road-width, the estimated road model shifts to the position where the measuring regions are completely contained within the road region.

2.4 Estimation of Road Model Parameters

By the road region analysis described above, we can obtain a set of measured points for every frame of input image sequence. Such sets of points form a temporal sequence of noisy measurements, and our goal is to estimate parameters a, b, c of the road model eq. (1) from these measurements. An efficient method for how to achieve this, while exploiting the sequential nature of the measurements, is a method based on Kalman filtering [17]. A Kalman filter estimates the internal state of a linear dynamic system from a series of noisy measurements, on the assumption that a system noise and an observation noise have both Gaussian distribution.

In our case, we have implemented a basic Kalman filter described, e.g., in report [18], for a linear system following state and observation equations.

\[ x_k = x_{k-1} + w_{(0, Q)} \quad (12) \]

\[ z_k = Hx_{k-1} + v_{(0, R)} \quad (13) \]

The state vector of the system is formed by the road model parameters \( x = (a, b, c)^T \). The measurements are formed by vector of lateral coordinates of the measured points as \( z = [X_1, \ldots, X_N]^T \) where \( N \) is a number of measuring regions. According to the road model eq. (1), the observation matrix \( H \) can be expressed as

\[ H = \begin{bmatrix} Z_1^2 & Z_1 & 1 \\ \vdots & \vdots & \vdots \\ Z_N^2 & Z_N & 1 \end{bmatrix} \quad (14) \]

where \( Z_1, \ldots, Z_N \) are fixed longitudinal coordinates of measured points. Since we use fixed \( Z \) coordinates, the matrix \( H \) is constant, and the relation between parameters \( (a, b, c)^T \) and \( [X_1, \ldots, X_N]^T \) is linear.

System noise \( w_{(0, Q)} \) and observation noise \( v_{(0, R)} \) both have zero mean, and variance matrices \( Q \) and \( R \) are set to diagonal matrices with constant elements.

3. Experimental Evaluation and Results

3.1 Test Data

We prepared real image sequences of roads captured from the moving vehicle. The representative frame for each of the test sequences is shown in Figure 10. Since we did not consider exceptional dealing with an insufficient number of measurements in the evaluation, image sequences without another car in the same traffic line were selected.

For each sequence in Figure 10 we prepared a corresponding sequence of ideally segmented road regions. Each frame of these sequences was segmented manually from the original image. Only the own traffic line was segmented for roads with multiple traffic lines. Manually segmented data were used to prepare nominal parameters, as a ground truth for the evaluation experiments.

![Test Image Sequences](Figure 10)

3.2 Reference Methods

To evaluate the performance of our method, we implemented two reference methods and compared results for each method.

The first reference method is a region-based approach, which performs the same analysis of road region and parameter estimation as the proposed one method, but the segmentation algorithm was replaced by a standard region growing technique. The Euclidean distance of colour components is used as criteria for pixel aggregation, and mean values of colour components are updated every time the new pixel is aggregated. We refer to this method as REF-1 in the following.

The second reference method (REF-2 in the following) uses gradient image to localize single edges, caused by left and right road boundaries, by finding maximal values of gradient norm.
Configuration of the REF-2 is schematically shown in Figure 11. Since we search for positions of local maximum values, we need to limit the search range to reduce outliers. This is achieved by setting search ranges around expected road boundaries. The search ranges are set over left and right side of the expected road, where the positions of ranges are calculated with respect to the current road model. To set search ranges properly we need to make some guess about road width, and the road width was given manually for each test image sequence in our case. After setting the search ranges, horizontal coordinates of left and right boundary points are searched within each search range, where the vertical coordinates are kept fixed in the same positions as described in subsection 2.3. If both left and right boundary points are found, a new candidate point is calculated as a centre point between the boundary points. If no significant peak is found within the left or right search range, the measured point is discarded from the further processing.

3.3 Results

The segmentation algorithm for the proposed method as well as for REF-1 were tuned as follows. The parameters of the segmentation algorithm were first tuned separately for each test sequence to maximize average Jaccard index by eq.(11). Only one parameter, a threshold for the pixel aggregation criteria, have to be tuned for REF-1. Since robustness to parameter tuning is required, and using different parameters for each particular sequence is not desirable, we need to find some common compromise values. In our case, we used averages of the tuned parameters as a compromise values.

The \( \mathbf{Q}_i \) and \( \mathbf{R}_i \) of the Kalman filter were first tuned by visual evaluation and fixed to constant values. The same values were used for all methods and all image sequences.

Ground truth (nominal parameters) were created using manually segmented data. The centre points of each ideally segmented region were used as measured points and nominal parameters \( a_n, b_n, c_n \) were estimated by the above tuned Kalman filter.

Next, the proposed method, as well as both reference methods, were applied to all test sequences in Figure 10, and sequences of road model parameters \( a, b, c \) were estimated. Measuring regions of the same width (slightly wider then the widest road) were used for all sequences in the case of our method and REF-1. For REF-2, the road width was given manually, tailored for each test sequence.

Figure 12 shows the estimated model back projected to input image for sequence No.2. Both region-based methods give good results, though the REF-1 contains more outliers then the proposed one. On the other hand, it is very difficult to detect plausible features for the edge-based approach in such images, therefore REF-2 gives a very poor result. Examples of reference parameters and parameters estimated for the same sequence are shown in Figure 13.

To compare \( a, b, c \) parameters estimated by each method, we defined differences from nominal parameters \( a_n, b_n, c_n \) as

\[
\Delta a = a - a_n; \quad \Delta b = b - b_n; \quad \Delta c = c - c_n
\]  (15)

and evaluated these values frame-by-frame for all test sequences. The results are shown as graphs in Figure 14. Maximal values of differences (in sense of absolute values) are summarized into Table 2.
3.4 Discussion

Let us first look at the results for the proposed method and REF-1. Both methods give very similar results for sequence No.2, but REF-1 gives worse result then REF-2 for No.6. The

results for other sequences also show differences in the behaviour of the proposed method and REF-1. Also, Table 2 shows that the proposed method gives smaller $\Delta$ than REF-1 in most cases. Such differences are caused by the performance of the segmentation algorithm. As was mentioned in section 3.3, we used same segmentation parameters for all sequences. Consistently with our previous results [16], the proposed segmentation method works well with one set of parameters for various types of roads. Opposite to this, the region growing segmentation used in REF-1 is very sensitive to a proper threshold of the pixel aggregation criteria, and we could not find a common compromise value, giving us good segmentation results for all sequences. This is not surprising if we realise that the region growing with the Euclidean distance as aggregation criteria assumes that colour distribution of the region is an isotropic Gaussian, but our segmentation method can also cope with non-Gaussian distributions. The result of segmentation for the region growing technique can be improved by exploiting a priori knowledge about a scene [19], but since it limits applicability of the method to a particular type of the road scene, the segmentation method which does not rely on such limitations is desirable.

Figure 13. Example of Nominal Parameters and Estimated Parameters for Sequence No.2
Let us next compare the proposed method with the edge-based approach REF-2. As can be seen from the graph in Figure 14, there is almost no significant difference between our method and REF-2 for the road with surface markings on sequence No.6. For sequence No.5, REF-2 gives a significantly different result after frame 350. In this sequence, a guardrail on the left side appears after passing a curve, and a part of the measured points is miss-detected, since the guardrail edge is mistaken with an edge of surface marking.

![Graphs showing differences for Road Model Parameters of Each Test Sequence](image)

**Figure 14. Differences for Road Model Parameters of Each Test Sequence**

For the other sequences, most of the data on Table 2 shows that the Δ for the proposed method is smaller than the Δ for REF-2. For the sequence No.3, the graph in Figure 14 shows a big difference of the Δa for REF-2. In this sequence, there is a shadow on the grass in the left side, caused by a bush growing on the higher part of the left slope. Although this shadow does not overlap with the road, REF-2 confuses the strong edges of the shadow with the road boundary, causing a big error of estimated road parameters. An overall look at Table 2 shows that the Δ for the REF-2 sometimes exceeds more than twice the Δ for the proposed method.

Furthermore, the values of road width were explicitly provided for REF-2, and the width of the search ranges shown in Figure 11, was tuned before the experiments. Opposite to this, the measuring regions of the same width were used for all test sequences, and no additional knowledge was provided for our method and REF-1.

<table>
<thead>
<tr>
<th>ID</th>
<th>Δa_{max}</th>
<th>Δb_{max}</th>
<th>Δc_{max}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.66×10^-3</td>
<td>15.4×10^-2</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>2.62×10^-3</td>
<td>7.08×10^-2</td>
<td>1.15</td>
</tr>
<tr>
<td>3</td>
<td>5.28×10^-3</td>
<td>3.87×10^-2</td>
<td>0.29</td>
</tr>
<tr>
<td>4</td>
<td>3.14×10^-3</td>
<td>9.94×10^-2</td>
<td>0.81</td>
</tr>
<tr>
<td>5</td>
<td>2.35×10^-3</td>
<td>8.49×10^-2</td>
<td>0.75</td>
</tr>
<tr>
<td>6</td>
<td>0.44×10^-3</td>
<td>2.24×10^-2</td>
<td>0.20</td>
</tr>
</tbody>
</table>

(c) REF-2

**Table 2. Maximal Differences for Each Method**
Despite this disadvantage, the edge-based approach does not outperform the region-based one.

4. Conclusion and Future Work

This paper dealt with a problem of vision-based road tracking and vehicle positioning. The paper presented a new method for road tracking based on monocular colour images. The proposed method exploits our original road region segmentation algorithm, and measurements for road model estimation are obtained by analysis of the segmented road region. The proposed method does not generally require road surface markings (although the presence of road markings can improve estimation accuracy), therefore it can be used for both structured and unstructured roads. Although the proposed method was evaluated in a limited range, it shows promising results for various types of road.

There are several issues left for future work. Although the road segmentation algorithm can adaptively handle changes of colour appearance of the road, it is still not fully capable of handling shadows. However, there have been promising reports on shadow removal [20] in recent years, and knowledge from such fields can extend the capability of the road segmentation method.

The evaluation presented in this paper required manually segmented road sequences as a ground truth. Preparing such data is a very time consuming task and a more efficient evaluation method is indispensable for evaluation of large databases.
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