Multivariate Autoregressive Model Based Heart Motion Prediction Approach for Beating Heart Surgery
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Abstract A robotic tool can enable a surgeon to conduct off-pump coronary artery graft bypass surgery on a beating heart. The robotic tool actively alleviates the relative motion between the point of interest (POI) on the heart surface and the surgical tool and allows the surgeon to operate as if the heart were stationary. Since the beating heart’s motion is relatively high-band, with nonlinear and nonstationary characteristics, it is difficult to follow. Thus, precise beating heart motion prediction is necessary for the tracking control procedure during the surgery. In the research presented here, we first observe that Electrocardiography (ECG) signal contains the causal phase information on heart motion and non-stationary heart rate dynamic variations. Then, we investigate the relationship between ECG signal and beating heart motion using Granger Causality Analysis, which describes the feasibility of the improved prediction of heart motion. Next, we propose a nonlinear time-varying multivariate vector autoregressive (MVAR) model based adaptive prediction method. In this model, the significant correlation between ECG and heart motion enables the improvement of the prediction of sharp changes in heart motion and the approximation of the motion with sufficient detail. Dual Kalman Filters (DKF) estimate the states and parameters of the model, respectively. Last, we evaluate the proposed algorithm through comparative experiments using the two sets of collected vivo data.
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1. Introduction

Coronary Artery Bypass Graft (CABG) is a surgical procedure performed to reduce the risk of coronary heart disease. Conventional CABG with a cardio-pulmonary bypass machine allows surgeons to operate on a motionless heart; however, the patient suffers cognitive loss for longer [1], and consequently post-surgery complications are increased in terms of hospital time and cost [2]. Compared to the conventional approach, the new off-pump CABG is preferred because the heart keeps beating during the surgery, which would decrease the resulting post-surgery complications. However, manual
tracking of the quick and complex beating heart motion is beyond human ability. Robotic technology provides an effective alternative solution by actively alleviating the relative motion between the beating heart and robotic tools such that the surgeon can operate on a relatively stationary surgical scenario. Technically, the robot tool synchronizes the beating heart with surgical equipment to realize the motion compensation. In the tracking process, sufficient accuracy and fast tracking requirements are the two challenges for this robotics tool. On the one hand, in off-pump CABG surgery surgeons operate on blood vessels with a diameter ranging from 0.5-2.0 mm. Considering the safety guarantee, the dynamic position error has to be limited to within 1% of blood vessel diameter or, alternatively, in the order of 100-250 μm in terms of root mean square (RMS) [4]. On the other hand, the main characteristic of beating heart motion is the relatively high bandwidth. The frequency of the motion can be up to 26 Hz, requiring the robot tool to follow and predict the POI in a very short period. The purpose of this research is to improve the tracking performance of the surgery robotics through developing the heart motion prediction method for the receding horizon model predictive controller [4]. The detailed control algorithm will not be discussed here due to space restriction. The motion prediction problem is to estimate future heart motion based on past observations. In Figure 1 the green spots representing the past observations produce the future horizon predictions in black via a certain prediction algorithm.

![Figure 1. Heart motion prediction schematic diagram](image)

In order to emphasize ECG signal in the heart motion prediction method, we categorize the prediction algorithms into two families: heart motion prediction without involving ECG signal, and heart motion prediction involving ECG signal.

The heart motion prediction without ECG signal can be roughly separated into time domain methods [5-8] and frequency domain methods [9-14]. The main limitation of these current methods is that they do not explicitly model nonlinear factors such as variation between different heartbeat periods. This deficiency in the mathematical modelling of the beating heart motion dynamics would cause reduced accuracy both in prediction and tracking control. In order to overcome this limitation, some research introduces ECG signal into the prediction algorithm.

For the ECG-involved prediction methods, the common feature is the utilization of the correlation between ECG and heart motion. Ortmaier [15] finds a strong correlation between ECG signal and heart motion trajectory. He points out that this relationship implies these two signals could be used as interchangeable inputs in the prediction algorithm. Cuillon et al. [16] apply the correlation between heart motion velocity and the ECG signal in the linear parameter variant Finite Impulse Response model, in which the impulse at each QRS occurrence of the ECG is the model input. Bebek and Cavusoglu [17] employ ECG in the estimation of heart motion. The characteristic R point in the ECG wave is detected by wavelet transform to provide the varying heartbeat cycle such that the heartbeat period can be adjusted online. This algorithm could reduce the prediction errors compared to the constant heartbeat period. Duindam and Sastry [18] extract the cardiac phase and frequency from ECG to estimate the future heart surface motion. Although ECG signal is intensively investigated for prediction, the studies mentioned above focus on extracting certain features from ECG. There is still no general mathematical model that has been proposed to process cross-correlation between ECG and other time series. We expect more useful dynamic ECG information could be involved in heart motion prediction under the certain mathematical model framework.

In this paper, following the time domain prediction stream and taking advantage of ECG signal, we propose an adaptive MVAR model-based prediction approach, which utilizes and models the correlation between ECG signal and beating heart motion to improve the heart motion prediction. We investigate the property of ECG signal and find that 1) ECG causally precedes beating heart motion, and 2) ECG shares the same characteristics in motion. With these two results, this proposed method could better predict the nonlinearity of heart motion dynamics. From the perspective of regression, the proposed method extends the AutoRegression (AR) model-based methods [6,7] by adding the cross-correlation term to acquire information from other sources. In terms of ECG signal, we extend the method in [15-18] by innovatively modelling the correlation information as the interdependent term in the MVAR model. The time-varying MVAR model, which explicitly embeds the ECG information, has the ability to adapt to changes in heart rate and sharp changes in the morphology of fast heart motion.
This paper is set out as follows: Section 2 characterizes the property of ECG and the relationship between ECG and heart motion by Granger Causality Analysis, respectively. Next, we formulate the adaptive multivariate autoregressive prediction algorithm. Finally, the proposed prediction algorithm is evaluated through comparative experiments using collected vivo heart motion data.

2. ECG signal property and Granger Causality

2.1 ECG signal property

ECG is a transthoracic (across the thorax or chest) interpretation of the electrical activity of the heart over a period of time [19]. ECG measures the rate and regularity of heartbeats by a series of waves and complexes that have been labelled in alphabetical order: the P wave, the QRS wave, the T wave, and U wave, as shown in Figure 2 [20].

Figure 2. ECG waveform complex

Bebek[17] points out that by using ECG the performance of the position estimation could be improved because wave forms in ECG are the results of physiological processes that causally precede heart motion. The time relationship between action potential and mechanical force developed by the ventricular muscle is shown in Figure 3. In physiology, force development in the muscle follows rapid depolarization of a cardiac muscle fibre [19,20]. The completion of repolarization coincides approximately with the peak force. The duration of contraction parallels the duration of the action potential, which is about 150 to 200 ms. This relationship is the root of the correlation between ECG and beating heart motion. We conduct further exploration of the correlation using Fourier Analysis and Granger Causality Analysis below.

Figure 3. Time relationship between action potential and mechanical force

2.2 ECG and heart motion signal demonstration

All the ECG and heart motion data are collected from an animal model (adult calf). The ECG and heart motion data are measured simultaneously, ECG signal being collected from the analogue data acquisition part of the Sonomicrometry system [17]. The sonomicrometer measures the distances within the soft tissue by ultrasound signals. The position of heart motion on the heart surface is located at a point one third of the way from the starting point of the Left Anterior Descending (LAD) artery. 3D configuration of the heart motion can be calculated by using distances among the crystals in the measurement system [21]. Figure 4 shows the geometry of the sensors in the ultrasound measurement system. q1 is selected as the origin of the coordinate frame. q4 and q5 form the x axis and y axis with the origin. d1i denotes the distance between the ith crystal and jth crystal, and d1j denotes the distance between the POI and ith crystal. The position of the POI meets the following equations:

\[
\begin{align*}
    d_{1i}^2 - d_{1i} - (d_{1j} - d_{1j})^2 &= 0 \\
    d_{1j}^2 - d_{1j} - (d_{1j} - d_{1j})^2 &= 0 \\
    z_i &= \pm \sqrt{d_{1i}^2 - d_{1j}^2} \\
    x &= (x_1, x_2, x_3) \\
    P &= \text{Piezoelectric crystals}
\end{align*}
\]

Figure 4. Geometrical configuration of the measurement system [22]

Sample data of time domain ECG and heart motion signals in three axes is shown in Figure 5.

Since ECG signal causally precedes heart motion, the Fourier Analysis result reveals there are the common characteristics between the two kinds of signals. It is clear from Figure 6 that the main combinatorial frequencies in both ECG and heart motion signals are mostly the same below 5 Hz. This result tells us that all the modes that dominate the ECG are inherited in the heart motion, meaning that the dynamics of ECG could be utilized to infer the dynamics of heart motion.
2.3 Granger Causality Analysis

The main objective of the Granger Causality analysis of 3D heart motion data and ECG signal is to explore the correlation between the multivariate time series and utilize this relationship to achieve better heart motion prediction. Granger Causality is the concept adopted and formulized from Wiener [23] by Granger [24]. Granger defines causality in terms of predictability of time series, that is, if series g(t) contains information in past terms that helps in the prediction of series f(t), then g(t) is said to cause f(t) [25]. The standard implementation of Granger Causality is via the MVAR model, in which a set of time series are modelled as weighted sums of past values. More specifically, if we try to predict a value of f(t) using p previous values of the f series only, we get a prediction error \( \varepsilon \):

\[
f(t) = \sum_{j=1}^{p} A_{1j}(j)f(t-j) + \varepsilon(t) \tag{2}
\]

If we try to predict a value of f(t) using p previous values of the series f, and p previous values of g, we obtain another prediction error \( \varepsilon_1 \):

\[
f(t) = \sum_{j=1}^{p} A_{1j}(j)f(t-j) + \varepsilon_1(t)
\]

\[
\sum_{j=1}^{p} A_{12}(j)g(t-j) + \varepsilon_1(t)
\]

If the variance \( \varepsilon_1 \) is lower than the variance \( \varepsilon \), g causes f in the sense of Granger Causality. The Granger Causality measure in time domain is called the Granger Causality Index (GCI) [26]:

\[
GCI_{g \rightarrow f} = \log \frac{\varepsilon}{\varepsilon_1} \tag{4}
\]

Here we calculate GCI by using the Matlab Causal connectivity analysis toolbox [27]. The resulting direction graph in Figure 7 shows us the causality relationship among them.
As indicated in Figure 7, the ECG causes heart motion in all three axes, which matches the observation made in Section 2 that ECG signal causally precedes heart motion. The current information in the ECG signal could imply what will happen next in the beating heart motion. Therefore, we include both ECG and beating heart information in MVAR.

3. MVAR model based prediction

In order to track the beating heart precisely, the robot controller needs the prediction of heart motion. Figure 8 shows the prediction scheme of immediate future heart motion by using an adaptive time-varying MVAR model. d[n], d[n] and e[n] represent the desired response, the predicted response and the error signal at the current time, respectively. The prediction problem is to approximate the beating heart motion by the weighted past observations of itself and the weighted past observations of ECG signal. The MVAR model includes the coupling elements rather than multiple channel autoregressions. The DEKF parameterizes the MVAR model whenever new data are added. We separate four sets of time series into three pairs of bi-variant time series. Each pair of bi-variants includes ECG and each individual axis heart motion data.

![Figure 8. MVAR model based prediction algorithm diagram](image)

3.1 MVAR model

The MVAR model mathematically represents Granger Causality. \( x_1(k) \) and \( x_2(k) \) are two sets of time series. We suppose that the temporal dynamics of \( x_1(k) \) and \( x_2(k) \) are represented by the bi-variate autoregressive processes as follows.

\[
x_1(k) = \sum_{j=1}^{p} a_{11}(j)x_1(k-j) + \sum_{j=1}^{p} a_{12}(j)x_2(k-j) + v_1(k)
\]

\[
x_2(k) = \sum_{j=1}^{p} a_{21}(j)x_1(k-j) + \sum_{j=1}^{p} a_{22}(j)x_2(k-j) + v_2(k)
\]

where \( p \) denotes the model order, \( a_{12} \) and \( a_{21} \) represent the cross-correlation coefficients, \( a_{11} \) and \( a_{22} \) represent the coefficients of auto-regression, and \( v_1 \) and \( v_2 \) are white noise. If we combine the two time series, we obtain the MVAR model:

\[
x(k) = A_1 x(k-1) + A_2 x(k-2) + \cdots + A_p x(k-p) + \nu(k)
\]

where \( x(k) = [x_1(k), x_2(k)]^T \), \( A = \begin{bmatrix} a_{11}(j) & a_{12}(j) \\ a_{21}(j) & a_{22}(j) \end{bmatrix} \), \( j = 1, \ldots, p \), \( \nu(k) = [v_1(k), v_2(k)]^T \)

The state space canonical form of the MVAR model could be easily reformulated as:

\[
\begin{align*}
x[k+1] &= F x[k] + B v[k] \\
y[k] &= C x[k] + n[k]
\end{align*}
\]

\( F \) is the canonical form of dimensions \( 2p \) by \( 2p \) given by:

\[
F = \begin{bmatrix}
A_1 & A_2 & \cdots & A_p \\
I_2 & 0 & \cdots & 0 \\
0 & I_2 & \cdots & 0
\end{bmatrix}
\]

State vector is defined as:

\[
x[k-1] = [x_1(k-1), x_2(k-1), x_1(k-2), \cdots, x_1(k-p), x_2(k-p)]^T
\]

In this model the coefficient matrices weight the information of the past of the entire multivariate system. We model the causal interactions between ECG and heart motion by the off-diagonal elements of \( A_j(j = 1, \ldots, p) \) matrices. We model the influence of the history of a heart motion process on the predicted value by the diagonal elements.

With the MVAR model in hand, we implement each axis heart motion and ECG by this bivariate model. In order to generate the predictions, we should estimate all the coefficient matrices \( A_j \) in \( F \). However, what we have in equation (7) is the measurement, and the conversion least square based adaptive algorithm cannot estimate the matrix \( F \) directly. Therefore, we utilize the DKF [28-30] in the parameterization process.
3.2 Parameterization of MVAR model

As equations (7) and (8) indicate, the clean state is not always available and the parameters of the time-varying MVAR model need to be determined recursively whenever a new data are added. The DKF estimates both the states and parameters. In this task two KFs run concurrently. At every time step, a state filter estimates the state using the current model weight estimation, while the weight filter estimates the weights using the current state estimation. Figure 9 shows a schematic depiction of the prediction system. Table 1 gives the complete equations of the DKF.

Initialize with:
\[ \hat{\mathbf{w}}_0 = \mathbf{E}[\mathbf{w}] \mathbf{P}_{\mathbf{w}_0} = \mathbf{E}[(\mathbf{w} - \hat{\mathbf{w}}_0)(\mathbf{w} - \hat{\mathbf{w}}_0)^T] \]
\[ \hat{\mathbf{x}}_0 = \mathbf{E}[\mathbf{x}] \mathbf{P}_{\mathbf{v}_0} = \mathbf{E}[(\mathbf{x} - \hat{\mathbf{x}}_0)(\mathbf{x} - \hat{\mathbf{x}}_0)^T] \]
the time-update equations for the weight filter are
\[ \hat{\mathbf{w}}_k = \hat{\mathbf{w}}_{k-1} \]
\[ \mathbf{P}_{\mathbf{w}_k} = \mathbf{P}_{\mathbf{w}_{k-1}} + \mathbf{R}_{k} = \mathbf{\Lambda}^{-1}\mathbf{P}_{\mathbf{w}_{k-1}} \]
and those for the state filter are
\[ \hat{\mathbf{x}}_k = \mathbf{F}\hat{\mathbf{x}}_{k-1} \]
\[ \mathbf{P}_{\mathbf{x}_k} = \mathbf{A}\mathbf{P}_{\mathbf{x}_{k-1}}\mathbf{A}^T + \mathbf{R}_v \]
The measurement-update equations for the state filter are
\[ \mathbf{K}_k^x = \mathbf{P}_{\mathbf{x}_k}^x\mathbf{C}^T(\mathbf{C\mathbf{P}_{\mathbf{x}_k}^x\mathbf{C}^T} + \mathbf{R}_y)^{-1} \]
\[ \hat{\mathbf{x}}_k = \hat{\mathbf{x}}_{k-1} + \mathbf{K}_k^x(\mathbf{y}_k - \mathbf{C}\hat{\mathbf{x}}_k) \]
\[ \mathbf{P}_{\mathbf{x}_k} = (\mathbf{I} - \mathbf{K}_k^x\mathbf{C})\mathbf{P}_{\mathbf{x}_{k-1}} \]
and those for the weight filter are
\[ \mathbf{K}_k^w = \mathbf{P}_{\mathbf{w}_k}^w(\mathbf{C_w^T})^T[\mathbf{C_w}\mathbf{P}_{\mathbf{w}_k}^w(\mathbf{C_w^T}) + \mathbf{R}_w]^{-1} \]
\[ \hat{\mathbf{w}}_k = \hat{\mathbf{w}}_{k-1} + \mathbf{K}_k^w(\mathbf{y}_k - \mathbf{C}\hat{\mathbf{x}}_k) \]
where
\[ \mathbf{C}_w = \mathbf{C}\mathbf{\hat{X}}_w \]

Table 1. Equation formulation in dual KF [28]

Once we obtain the estimation of the parameters in (8), one-step prediction could be calculated via:
\[ \hat{\mathbf{d}}[k] = \hat{\mathbf{f}}[k][\hat{\mathbf{x}}[k] \]

4. Experimental results and discussion

4.1 Experimental results

We evaluate the proposed algorithm by comparing two other prediction methods using two sets of prerecorded data. The prediction algorithm processes three pairs of bivariate data simultaneously.

We compare the proposed method (MVAR-F) with the time domain method adaptive AutoRegression Filter (ARF) and the frequency domain method time-varying Fourier Series filter (FS-EKF) to highlight that the correlation among the different time series could improve the prediction, which is also the idea of Granger Causality. In AR-F each set of time series is modelled using the autoregressive information without any cross-correlation information. The Recursive Least Square (RLS) method updates the parameters of the AR filter (see Appendix A) In FS-EKF, beating heart motion time series is the summation of the truncated Fourier series without any cross-correlation information. Extended KF updates the parameters of the FS filter (see Appendix B).

Table 2 summarizes the parameters of three algorithms. Table 3 presents the one-step prediction errors in the sense of root mean square. Figures 10-11 show the results curve using two datasets.

Table 2. Parameters comparison

<table>
<thead>
<tr>
<th>Prediction Algorithm</th>
<th>Parameters</th>
<th>1st dataset</th>
<th>2nd dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR-F</td>
<td>Filter order</td>
<td>12</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Forgetting factor</td>
<td>0.995</td>
<td>0.9999</td>
</tr>
<tr>
<td>FS-EKF</td>
<td>Number of harmonies</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Number of states</td>
<td>14</td>
<td>22</td>
</tr>
<tr>
<td>MVAR-F</td>
<td>Filter order of autocorrelation</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Filter order of cross-correlation</td>
<td>12</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Forgetting factor</td>
<td>0.995</td>
<td>0.9999</td>
</tr>
</tbody>
</table>

Table 3. Prediction Results

<table>
<thead>
<tr>
<th>Prediction RMS errors [µm]</th>
<th>AR-F</th>
<th>FS-EKF</th>
<th>MVAR-F</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st dataset</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X axis</td>
<td>335</td>
<td>99.4</td>
<td>69</td>
</tr>
<tr>
<td>Y axis</td>
<td>334</td>
<td>56.1</td>
<td>36</td>
</tr>
<tr>
<td>Z axis</td>
<td>465</td>
<td>64.4</td>
<td>54</td>
</tr>
<tr>
<td>2nd dataset</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X axis</td>
<td>223</td>
<td>120</td>
<td>102</td>
</tr>
<tr>
<td>Y axis</td>
<td>257</td>
<td>89.8</td>
<td>48</td>
</tr>
<tr>
<td>Z axis</td>
<td>375</td>
<td>63.7</td>
<td>33</td>
</tr>
</tbody>
</table>
Figure 10(a). Heart motion prediction results in X axis using first dataset

Figure 10(b). Heart motion prediction results in Y axis using first dataset

Figure 10(c). Heart motion prediction results in Z axis using first dataset
Figure 11(a). Heart motion prediction results in X axis using second dataset

Figure 11(b). Heart motion prediction results in Y axis using second dataset

Figure 11(c). Heart motion prediction results in Z axis using second dataset
4.2 Discussion

We find that the MVAR-F algorithm has the best prediction accuracy. We evaluate the performance of the MVAR-F algorithm through three different measures: correlation representation, heartbeat frequency variation and prediction accuracy.

a) Correlation representation

For AR-F and FS-EKF, coupling with ECG signal is not taken into account. However, the MVAR-F extends the AR filter by considering the influence of the cross-correlation coefficients between the bivariate series. In this way, the MVAR model is more than a combination of multichannel AR models. The advantage of MVAR-F over AR-F and FS-EKF is that it can take into account nonlinearity in the dynamics of the beating heart motion by correlation with ECG signal. MVAR-F is nonlinear in some sense due to the integration of ECG.

b) Heartbeat frequency variation

All the three methods take into account the slight changes in the heartbeat frequency. For AR-F, the coefficients vary to fit a new model whenever the heartbeat rate varies. FS-EKF changes its parameters to adapt the heart rate variation. The MVAR-F works in the same way as AR-F; the cross-correlation part introduces the heartbeat frequency information from ECG signal into the MVAR model, which helps the MVAR-F update its parameters to fit the new model in both auto-correlation and cross-correlation. Therefore, the adaptive MVAR-F is more capable of catching the variation of the heartbeat frequency than AR-F and FS-EKF.

c) Prediction accuracy

From the RMS error results in Table 3, we can note that the MVAR-F improves the prediction results in comparison with AR-F and FS-EKF. The reason for this improvement lies in the correlation between the heart motion and ECG signal. In addition, the cross-correlation describes the non-stationary and nonlinear behaviour of the heart motion data through the ECG signal, which contains the time lead dynamics of the heart motion. MVAR-F utilizes all common internal modes inferred in ECG to predict the motion of beating heart.

The proposed algorithm needs to be validated in vivo with a model predictive controller. First, pre-process before MVAR-F should be conducted to filter ECG and calculate the 3D heart motion data. Second, in order to save more computational time for pre-process, MVAR-F could be made more computationally efficient by replacing DKF with signal Kalman Filter via rearranging the states and parameters into one state vector – though this could make predictions less precise. To conclude, we expect more robust and informative prediction with the MVAR-F.

5. Conclusion

In this paper, we use Fourier Analysis and the Granger Causality method to analyse the causal relationship between the certain axis heart motion and ECG signal. The directed resulting causality could help to improve the prediction of heart motion for beating heart surgery. We propose a novel nonlinear adaptive MVAR model based prediction method. The parameters of the MVAR model are identified recursively by DKF. The results from the comparative experiments show that the proposed algorithm gives convincing results and has good properties. In terms of amplitude coupling with other biological signal, MVAR-F has the cross-correlation in its structure to model the coupling effect and make better predictions through it. In relation to heart rate variation, it will change the coefficients of both the auto-regression part and cross-correlation part to adaptively follow the time-varying statistics of the beating heart motion.

In the future we will introduce other biological time series signals, such as diaphragm signal to represent the motion of respiration, into the MVAR model. We will implement the MVAR-F prediction with the control strategy in the 3D test bed. More precise tracking performance of assisted robotics in beating heart surgery is expected.

6. Appendix A: AR filter

The mathematical representation of heart motion in a certain axis could be expressed as

\[ \hat{y}(n) = \sum_{i=1}^{M} w_i y(n-i) + v \]  

(A1)

where the \( \hat{y}(n) \) is the estimation at time \( n \) of the heart motion, \( \{w_i\} \) is the coefficient vector, \( y(n-i) \) is the observation of the heart motion, and \( v \) is the white noise. \( M \) is the order of this filter. The estimation is obtained online using a recursive least square (RLS) algorithm formulated as [31]:

\[
\hat{y}(k) = \psi(k)^T \hat{o}(k-1) \\
K(k) = \frac{\psi(k)^T P(k-1) \psi(k)}{\lambda + \psi(k)^T P(k-1) \psi(k)} \\
\hat{o}(k) = \hat{o}(k-1) + K(k)(y(k) - \hat{y}(k)) \\
P(k) = \frac{1}{\lambda}(P(k-1) - \frac{P(k-1) \psi(k) \psi(k)^T P(k-1)}{\lambda + \psi(k)^T P(k-1) \psi(k)})
\]  

(A2)
7. Appendix B: Time-varying Fourier series with Extended Kalman Filter

The time-varying Fourier series with a constant offset are given by:

\[ y(t) = c + \sum_{i=1}^{n} r_i(t) \sin \theta_i(t) \]  

(B.1)

where \( \theta_i(t) = \int_{0}^{t} \alpha(t) \, dt + \phi_i(0) \). \( \omega \) is the heart rate and \( r_i \) and \( \phi_i \) are the amplitude and phase of the \( i \)th harmony. The state space model for this system is

\[ x(t + \Delta t) = A(\Delta t)x(t) + \mu(t) \]  

(B.2)

with state vector defined as \( x(t) = [c(t), r_i(t), w(t), \theta_i(t)]^T \).

Here the transfer matrix \( A \) could be derived if the variable \( c(t), r_i(t), w(t), \theta_i(t) \) could evolve through a random walk. Also the \( h(x(t)) \) could be formulated as \( y(t) \) in the measurement equation corrupted by measurement uncertainty variable \( v(t) \). The Extended Kalman Filter (EKF) is used for state estimation. The detailed derivation of the EKF for this model could be formulated as:

\[ P(t + \Delta t \mid t) = A(\Delta t)P(t \mid t)A(\Delta t)^T + Q \]  

\[ S = H^T(\Delta t)P(t \mid t + \Delta t)H(\Delta t) + R \]  

\[ K = P(t + \Delta t \mid t + \Delta t)H^T S^{-1} \]  

\[ \tilde{x}(t + \Delta t \mid t + \Delta t) = \hat{x}(t \mid t) + K(z(t + \Delta t) - h(\tilde{x}(t \mid t))) \]  
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