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1. Introduction

The information concealment concerns to the process of integrating information or data elements into music, video, and images (Chia–Chen et al. 2008). The hidden information in steganography does not have relationship with the host image. The information contained in the host image is just a distraction to the receiver, so this is of no so much interest in its full recovery, but the host image must have the minimum quality, considered because any relief, color or misplaced pixels can cause some suspicion and is susceptible to extract the hidden information without authorization from the transmitter. The most important is the hidden information, which must have a full recovery.

Steganography in our days performs vital importance since it is a support tool to the copyright protection, which the authentication processes allow the distribution and legal use of different material.

Due to rapid growth of the computer hardware, several developing mediums such as e-books, i-tunes, etc., make possible to request in an economic and rapid way the copy of audio, image, or video file. From this point of view, there arises the need of copy protection systems to use and distribute different material in a legal way. Therefore, several steganographic methods have been proposed, which are effective and secure in the transmission or copying of information because these are based on half visibly innocent as a carrier of information and only with a key or password can access to hidden information inserted. This information does not substantially alter the host image, however, is susceptible to Human Vision System (HVS) (Wang–Zhou et al. 2002). The host image with the hidden information is known as stego-image. Typically, there are two techniques to realize a stego-image: in the space domain and frequency domain. The most common method for space domain is the Last Significant Bit (LSB), which is the modification of the least significant bit in each pixel of the image (Chung-Ming et al. 2008). In the Frequency Domain, the Discrete Fourier Transform (DFT), the Discrete Cosine Transform (DCT), and
Discrete Wavelet Transform (DWT) are used to transform the spatial pixel values in frequency coefficients (Yuan-Hui et al. 2005). A number of factors cause in an edge some sensitivity to the human eye and the noise effects of noise in the human eye as the luminance, frequency band, and texture. The human eye is less sensitive to noise in high frequency sub band (Reddy – A.A. et al. 2005). The sensitivity to noise of the human eye in the textures that conforms an image is less if is closer to the edges. Based on these observations, an adaptable model for image compression using wave coefficients quantization was developed (Reddy – A.A. et al. 2005). A method was developed using a concealment function to compute the weight factors into the pseudo random binary sequence in the high frequency components of the host image (Reddy – A.A. et al. 2005).

In this paper, we use the steganographic method implemented in (Carvajal - Gamez et al. 2008) with some modifications. A scaling factor depending directly on the number of bits of the host image is proposed to ensure that with the use of steganographic technique does not affect the host image and the hidden information is not visible to the HVS. Applying the scaling factor the energy generated by the host image is preserved to approximate the original image, eliminating any visual disturbance, being imperceptible to the human eye.

2. Proposed method

Proposed steganographic algorithm is based on the DWT (Carvajal – Gamez, 2008; Kutter, 1999). The image resolution applying DWT is divided into 4 submatrices called approximations \( a \), horizontal \( h \), vertical \( v \), and diagonal \( d \), see Figure 1. Each submatrix is a copy of the original image but in different frequency level which provides a certain amount of energy (Moon, 2007; Walker, 2003). In this image subdivision the steganographic algorithm is applied only in the submatrix \( h \) and the other ones are discarded. The proposed steganographic algorithm based on wavelets is shown in Figure 2 (Carvajal – Gamez et al. 2008). The second block of Figure 2 refers to the double decomposition wavelet applied to the hide image and a simple decomposition wavelet to the host image. Having obtained 4 submatrices \( a, h, v, \) and \( d \), we choose the submatrix \( h \) to perform the hiding, that is because it contains the edges of the image, known as wavelet components of low-high frequencies. This election is because the edges are considered natural noisy areas which are suitable to hide. Later for the hidden image there is elected the submatrix \( a \) which consists of the components wavelets which contribute 90 % of entire energy of the image. The third block refers to obtaining the standard deviation \( \sigma_R \), with it to apply the following criterion of insertion: 

\[
\sigma_R \leq x[n/2, m/2] \quad \text{ then } y[n, m],
\]

where \( x[n, m] \) is the host image and \( y[n, m] \) (see figure 2) is the hidden image. Finally, we perform the Inverse Discrete Wavelet Transform to obtain the modified image (with the host image inserted the hide image).

DWT is closely linked to the multi-resolution analysis, that is, the observation of the signal or the image at different frequencies (Vetterli M. et al. 1995), which allows a broader knowledge of the signal and facilitates the fast computation when the wavelet family is orthogonal (Carvajal - Gamez et al. 2008; Debnath, 2002; Petrosian et al. 2002; Vetterli et al. 2011). The wavelets \( \Psi \) can be obtained such that the family moved for \( j \) and dilated for \( n \),

\[
\psi_{j,n}(t) = \frac{1}{\sqrt{2^j}} \psi \left( \frac{t - 2^j n}{2^j} \right)_{j,n \in \mathbb{Z}}^{n}
\]
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Fig 1. Two levels decomposition using DWT in the Mandrill image.

Fig 2. Block diagram of the steganographic algorithm.

it is a orthonormal base of $L^2(R)$ (Carvajal - Gamez et al. 2008; Debnath, 2002; Petrosian et al. 2002; Vetterli et al. 2011). These orthogonal wavelets transport information about the
changes of the signal to the resolution $2^{-j}$. Then, the analysis of multi-resolution appears: an image will be modeled with orthogonal projections on vector space of different resolution, $P V_j f, V_j \subset L^2 (R)$ (Debnath, 2002; Vetterli et al. 2011). The quantity of information in every projection will depend on the size of the orthogonal projection $V_j$. The multi-resolution analysis calculates the approach of signals to different resolutions with orthogonal projections in spaces $\{V_j\}$.

Also, the multi-resolution approaches are characterized completely by a particular discrete filter that controls the loss of information along the different resolutions. The approach of a function $f$ with a resolution $2^j$ comes specified by a discrete sampling grid, which provides local averages of $f$ in a neighborhood of proportional size to $2^j$. This means that the approach of a function to a resolution $2^l$ is defined as an orthogonal projection in a space $V_j \subset L^2 (R)$ (Vetterli et al. 2011). The space $V_j$ regroups all the possible approaches to the resolution $2^l$. We consider, in this study, that the resolution $2^{-j}$ corresponds with a scale $2^{-j}$. The orthonormal wavelets carry the necessary details to increase the resolution of the approach of the signal.

The function $f(t)$ can be reconstructed from the discrete wavelets coefficients $W_f(j,n)$ in the following way,

$$f(t) = A \sum_j \sum_n W_f(j,n) \psi_{j,n}(t), \quad (2)$$

where $j$ is the scale factor, $n$ is the movement factor and $A$ is a constant that no depends on $f(t)$. The wavelets $\psi_{j,n}(t)$ generated of the same wavelet mother function $\psi(t)$ have different scale $j$ and place $n$, but they have the same form. Scale factor $j > 0$ is always used. The wavelet is dilated when the scale $j > 1$, and it is contracted when $j < 1$. This way, changing the value of $j$ the different range from frequencies is covered. Big values of the parameter $j$ correspond to frequencies of minor range, or a big scale of $\psi_{j,n}(t)$. Small values of $j$ correspond to frequencies of minor range or a very small scale of $\psi_{j,n}(t)$ (Bogges A. et al. 2001; Sheng Y., 2002). The continuous wavelet functions with discrete factors of scale and movement are named discrete wavelets. Finally, the signal $f(t)$ can be compressed or expand in the time. This will have little certainly after effects in the plane of frequencies (Bogges A. et al. 2001),

$$f(t) \text{compression by a factor } 2^l (s) f_s(t) = \frac{1}{\sqrt{2^l}} f\left(\frac{t}{s}\right)$$

$$\hat{f}(w) \text{ compression by a factor } \frac{1}{2^l} \hat{f}_{2^l}(w) = \frac{1}{\sqrt{2^l}} 2^l \hat{f}\left(2^l w\right) = \sqrt{2^l} \hat{f}\left(2^l w]\right), \quad (3)$$

where $\hat{f}(w)$ represent the reconstruction of $f(t)$.

The coefficient of the decomposition of a function $f$ in an orthogonal base of wavelets is calculated by a subsequent algorithm of discrete convolution of $h$ and $g$, and realizes a sampling of the eq. (4) and (5),

$$x_{low}[k] = \sum_n x[n,m] h[2k - l], \quad (4)$$
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where \( x[n,m] \) is an image, \( x_{\text{low}}[k] \) and \( x_{\text{high}}[k] \) are outputs of the Low Pass Filter (LPF) and High Pass Filter (HPF) respectively; \( g[2k-l] \) and \( h[2k-h] \) represent the impulse response of HPF and LPF, respectively, sub-sampled by a factor of 2 as expressed in eq. (4) and (5) (Vetterli et al. 1995). These coefficients \( x_{\text{low}}[k] \) and \( x_{\text{high}}[k] \) are calculated by cascades of discrete filters, through of convolution and sampling. The Figure 3 depicts this decomposition.

Fig. 3. Wavelet decomposition scheme.

In the case of images, the host image \( x[n,m] \) must pass through a series of mirror filters banks in quadrature (Petrosian et al. 2002; Vetterli et al. 1995; Walker, 2003), these are Low Pass Filter (LPF) and High Pass Filter (HPF). The signal from each filter is decimated by a factor of 2. The filter \( h \) removes the components high-high and high-low frequencies of the \( x[n,m] \), while \( g \) is a high-pass filter, which removes the components low-low and low-high frequencies. For the reconstruction, an interpolation is realized, inserting zeros and expanding \( x_{\text{high,high}}, x_{\text{high,low}}, x_{\text{low,high}}, x_{\text{low,low}} \). This filtering and decimation process in a continuous way is known as sub-band coding. Figure 4 depicts the decomposition of the discrete wavelet for a RGB color image, it is interpreted as the decomposition of the submatrix \( \mathbf{R} \) (representing the Red channel) represented by \( X_{\mathbf{R}}[n,m] \), for the first \( X_{\mathbf{R}}[n,m] \) decomposition shown in Figure 4 applies to itself step of the low-pass filter through the rows and columns to obtain submatrix \( \mathbf{a} \) to previously mentioned of the image, in the second decomposition is applied the low-pass filtering through the rows and columns obtain the submatrix \( \mathbf{b} \), the third decomposition is similar to \( \mathbf{b} \) but reverses the first filter is the high-pass filter and later the low-pass filter and get the sub matrix \( \mathbf{v} \) and finally for submatrix \( \mathbf{d} \) filtering is applied through in rows and columns with the high-pass filter. The terms \( h[n] \) or \( h[m] \) and \( g[m] \) or \( g[n] \) represent the impulse response of the LPF and HPF respectively, \( x_h \) and \( x_g \) represent the sub images that are decimated by a factor of 2.
Fig. 4. Filter banks for encoding sub-bands representing the discrete wavelet decomposition of an image.

The discrete wavelet reconstruction can be computed by an inverse of the procedure of decomposition beginning for the level of resolution lower in the hierarchy and working from right hand to left side with the diagram of the Figure 4. The most of applications of steganographic algorithms are given in grayscale images, and the energy conservation in the wavelet domain is related to the factor $\frac{1}{\sqrt{2}}$ (Bogges A. et al. 2001; Walker J., 2003). In applying the proposed steganographic algorithm to the sub-matrix $h$ is necessary to use a scaling factor that works with a 24-bit RGB color images; this scaling factor is closely related to energy conservation applied in the theory of wavelets. However, in the RGB color images we propose the following scaling factor,

$$1/\sqrt{2^n},$$

where $n$ is directly dependent on the number of bits that integrate the image.

### 3. Experimental results

In the optimization and evaluation of algorithms in digital image processing, the peak signal to noise relation (PSNR) is the criterion most frequently used to evaluate the quality of images (Huang K. et al. 2005). However, the use of image qualitative measures is based on the properties of HVS, the models usually are embedded into HVS sensitivity to light and spatial frequency (Ginesu G. et al. 2006). Many measures used in the images during the
visual information processing belong to the group of measures of difference in distortion (Kutter M. et al. 1999), is based on the difference between the original and modified images. The most common distortion measure is the PSNR defined as,

\[ \text{PSNR} = 10 \log \left( \frac{255^2}{\text{MSE}} \right) \text{ dB} \]  

(7)

where \( \text{MSE} = \frac{1}{M_1 M_2 M_3} \sum_{k=1}^{M_1} \sum_{i=1}^{M_2} \sum_{j=1}^{M_3} \left\| y(k,i,j) - x(k,i,j) \right\|_2^2 \) is the Mean Square Error, \( M_1 \), \( M_2 \) and \( M_3 \) are the image dimensions, \( y(k,i,j) \) is the 3D vector value of the pixel in the \((k,i,j)\) location of the stego-image, \( x(k,i,j) \) is the corresponding pixel in the original host image, and \( \left\| \cdot \right\|_2 \) is the L2-vector norm. The Normalized Color Deviation (NCD) is used for the quantification of the color perceptual error,

\[ \text{NCD} = \frac{\sum_{i=1}^{M_1} \sum_{j=1}^{M_2} \left\| \Delta E_{Luv}(i,j) \right\|_2}{\sum_{i=1}^{M_1} \sum_{j=1}^{M_2} \left\| E_{Luv}(i,j) \right\|_2} \]  

(8)

Here, \( \left\| \Delta E_{Luv}(i,j) \right\|_2 = \left[ (\Delta L(i,j))^2 + (\Delta u^*)^2 + (\Delta v^*)^2 \right]^{1/2} \) is the norm of color error; \( \Delta L^* \), \( \Delta u^* \), and \( \Delta v^* \) are the difference in the \( L^* \), \( u^* \), and \( v^* \) components, between the two color vectors that present the stego and host images for each pixel \((i,j)\) of an image, and \( \left\| E_{Luv}(i,j) \right\|_2 = \left[ (L^*)^2 + (u^*)^2 + (v^*)^2 \right]^{1/2} \) is the norm of the host image pixel vector in the \( L^*u^*v^* \) space.

The quality index (Q) is provided to demonstrate the quality of the stego-images (Wang Z. et al. 2002),

\[ Q = \frac{4 \sigma_{xy} \overline{xy}}{(\sigma_x^2 + \sigma_y^2)(\overline{x^2} + \overline{y^2})} \]  

(9)

where \( \overline{x} \) and \( \overline{y} \) are the mean values of the host and stego-images respectively, \( \sigma_x^2 \) and \( \sigma_y^2 \) are the variances of the host and stego-images respectively, and \( \sigma_{xy} = \frac{1}{N} \sum_{i=1}^{N} (x_i - \overline{x})(y_i - \overline{y}) \) is the coefficient correlation between host image \( x \) and hide image \( y \).

The Hiding capacity (HC) is computed as follows (Sos S. et al. 2005),

\[ \text{HC} = \text{MSE} \times \frac{\text{number of samples in embedding band}}{\text{number of bits of secure data}} \]  

(10)
where $HC$ dictates that the number of bits inserted in the host image. Experimental results were conducted with 24-bit RGB images to show our mentioned scaling factor. As mentioned previously, the filtering can distort the images, as will be shown in subsequent tests applied filters to distort the host image with the DWT. An improvement in visual images can be perceived using the proposed scaling scheme. Additionally, We incorporate in the proposed scheme other color spaces such as YCbCr (Luminance, Chromatic blue, Chromatic red), and HSV (Hue, Saturation, Value) to ensure that the visual artifacts appeared in the stego-image are imperceptible, and the difference between the cover and stego image is indistinguishable by the HVS by using the proposed scaling factor.

Table 1 shows the performance results in terms of PSNR, MAE (Mean Absolute Error), COI (Correlation), Q, NCD, HC, and RMS (Root Mean Square) in the case of different $n$ values in the scaling factor by using the 320 x 320 RGB color images “Mandrill” as host image and “Lena” as hide image. From Table 1, we can see that the $n$ value increases, the performance results increase too, but the HC decreases because the hide image is inserted in each value of $n$ in areas that do not affect the clarity of host image. Figure 5 depicts the processed images for stego-image Mandrill (Fig. 5a), 5b), and 5c) and retrieved secret image Lena (Fig. 5d), 5e), and 5f)) according with Table 1. We observe from this Figure that the best results are obtained when $n=9$, where $n$ represents the bits resolution of the image to hide. From Figs. 5d), 5e), and 5f) one can see that when the value of proposed scaling factor increases as well as the subjective quality of images increases too.

Tables 2 and 3 present the simulation results of the same test of Table 1 in the case of use of YCbCr and HSV color images (USC Vitterbi, 2011).

Table 1. Performance results for different $n$ values for RGB color model.

<table>
<thead>
<tr>
<th>$n$</th>
<th>PSNR (dB)</th>
<th>COI %</th>
<th>NCD</th>
<th>Q</th>
<th>MAE</th>
<th>HC</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=0</td>
<td>Host image</td>
<td>31.5084</td>
<td>0.7852</td>
<td>0.0020</td>
<td>0.7836</td>
<td>10.4878</td>
<td>73.06Kb</td>
</tr>
<tr>
<td></td>
<td>Hide image</td>
<td>16.5327</td>
<td>0.388</td>
<td>0.4748</td>
<td>0.3586</td>
<td>9.9490</td>
<td>66.31Kb</td>
</tr>
<tr>
<td>n=2</td>
<td>Host image</td>
<td>31.4999</td>
<td>0.8046</td>
<td>0.0020</td>
<td>0.8040</td>
<td>9.9490</td>
<td>66.31Kb</td>
</tr>
<tr>
<td></td>
<td>Hide image</td>
<td>16.9537</td>
<td>0.3889</td>
<td>0.4749</td>
<td>0.3587</td>
<td>9.9471</td>
<td>66.30Kb</td>
</tr>
<tr>
<td>n=5</td>
<td>Host image</td>
<td>36.1233</td>
<td>0.9781</td>
<td>0.0020</td>
<td>0.9792</td>
<td>3.2086</td>
<td>61.97Kb</td>
</tr>
<tr>
<td></td>
<td>Hide image</td>
<td>27.2474</td>
<td>0.9981</td>
<td>0.0020</td>
<td>0.9962</td>
<td>2.7714</td>
<td>3.35Kb</td>
</tr>
<tr>
<td>n=9</td>
<td>Host image</td>
<td>36.1233</td>
<td>0.9980</td>
<td>0.0008</td>
<td>0.9913</td>
<td>2.0309</td>
<td>3.835Kb</td>
</tr>
<tr>
<td></td>
<td>Hide image</td>
<td>31.0781</td>
<td>0.9980</td>
<td>0.0020</td>
<td>0.9962</td>
<td>2.7714</td>
<td>3.35Kb</td>
</tr>
</tbody>
</table>

Table 2. Performance results for different $n$ values for YCbCr color model.

<table>
<thead>
<tr>
<th>$n$</th>
<th>PSNR (dB)</th>
<th>COI %</th>
<th>NCD</th>
<th>Q</th>
<th>MAE</th>
<th>HC</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=0</td>
<td>Host image</td>
<td>19.5146</td>
<td>0.8713</td>
<td>0.0020</td>
<td>0.8751</td>
<td>7.1762</td>
<td>26.34Kb</td>
</tr>
<tr>
<td></td>
<td>Hide image</td>
<td>27.2975</td>
<td>0.2008</td>
<td>0.0020</td>
<td>0.0601</td>
<td>178.1406</td>
<td>0.3961</td>
</tr>
<tr>
<td>n=2</td>
<td>Host image</td>
<td>19.7324</td>
<td>0.8782</td>
<td>0.0020</td>
<td>0.8816</td>
<td>7.0325</td>
<td>24.66Kb</td>
</tr>
<tr>
<td></td>
<td>Hide image</td>
<td>36.0827</td>
<td>0.9954</td>
<td>0.0020</td>
<td>0.9962</td>
<td>2.7948</td>
<td>3.35Kb</td>
</tr>
<tr>
<td>n=5</td>
<td>Host image</td>
<td>22.1046</td>
<td>0.9318</td>
<td>0.0015</td>
<td>0.9323</td>
<td>5.5328</td>
<td>12.30Kb</td>
</tr>
<tr>
<td></td>
<td>Hide image</td>
<td>36.0827</td>
<td>0.9954</td>
<td>0.0020</td>
<td>0.9962</td>
<td>2.7948</td>
<td>3.35Kb</td>
</tr>
<tr>
<td>n=9</td>
<td>Host image</td>
<td>28.5533</td>
<td>0.9836</td>
<td>0.0015</td>
<td>0.9843</td>
<td>2.7372</td>
<td>3.339Kb</td>
</tr>
<tr>
<td></td>
<td>Hide image</td>
<td>36.0827</td>
<td>0.9954</td>
<td>0.0020</td>
<td>0.9962</td>
<td>2.7948</td>
<td>3.35Kb</td>
</tr>
</tbody>
</table>
Table 3. Performance results for different $n$ values for HSV color model.

From the simulation results of Tables 1, 2, and 3 we can conclude that as the factor of scale is increasing we see in the results a visual improvement given for $Q$, COI, PSNR, RMS, etc; but according to this factor of scale is on the increase, a decrease exists in the capacity of insertion, is possible to see that the color model with major sacrifice in capacity of insertion is the HSV that offers the best visual results.

Table 4, shows the performance results in the $n=10$ case in the scaling factor. Figure 6 presents the visual results according with Table 4. We also present the error images. The proposed scaling factor $1/\sqrt{2^n}$ for each test presents a different result as can be seen in the previous tests, the scaling factor does not affect the steganographic algorithm preserving the energy of images. It can be seen that in the Lena error image of the Figure 6d), the difference value between the host image and the recovered image is approximately zero providing that the hidden information is almost imperceptible.

![Visual results for different $n$ values in the scaling factor, a) and d) with $n=2$, b) and e) with $n=5$, and c) and f) $n=9$.](image-url)
Table 4. Performance results in different color models for $n=10$ in the scaling factor.

Fig. 6. Visual results in the case of $n=10$, a) stego-image “Mandrill”, b) error stego-image “Mandrill”, c) hide image “Lena”, d) error hide image “Lena”.
Finally, depending on the amount of information than we want to hide we can choose the model that best to hide information if that this one deform visibly the host image, in Table 4 we can see than the model of color HSV offers better quality in the stego-image in contrast to the RGB and YCbCr models, nevertheless capacity of insertion gets lost. It is possible to observe that the model RGB offers good results and capacity of insertion does not sacrifice itself.

4. Conclusions

The RGB, HSV and YCbCr color model images are altered in their energy contribution in each sub-matrix of wavelet decomposition when the steganographic algorithm is applied. It is known that the value of $1/\sqrt{2}$ is the key factor in the adjustment of the wavelets energy, this adjustment value has been applied only in gray scale images tests. However, the energy conservation factor mentioned above is not valid for true color images, such as formed by 3 submatrices (RGB, HSV and YCbCr) which separately provides some level of energy, that in sum contributes the quantity of entire energy, because if it is not right or there are energy gap in the components, the images may have a poor display as distortion. By applying the proposed scaling factor $1/\sqrt{2^n}$, there is an adjustment factor for the energy input in each submatrix. It is also noted that when is changing the value of $n$, it adjusts the sharpness and image clarity providing a visible improvement of the visual image. We conclude that the HSV model is suitable for small images. And for larger images it is advisable to use RGB model. The YCbCr model is the least suitable for steganography.
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