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1. Introduction

Soft magnetic materials are present in many electromagnetic devices and are widely used in industrial applications. In order to analyze magnetically such applications, e.g. by numerical techniques, the magnetic characteristics of the material inside the device have to be known.

There are several standard measurement techniques for characterizing magnetic materials, e.g. an Epstein frame is commonly used for identifying the magnetic properties of a material (Sievert, 2000). However, this requires extra samples of the magnetic material used in the electromagnetic device. These extra samples are often not available. Moreover, the characteristics of the magnetic material may be altered during the device manufacturing (Takahashi et al., 2008). Therefore, it is convenient to characterize the material on the specific geometry of the device itself.

In practice, the direct identification of the magnetic material exclusively based on magnetic measurements is quite difficult and sometimes impossible, due to the complexity of the electromagnetic device geometry. Therefore, an alternative method is needed. Recently, the coupled experimental-numerical inverse problem has gained a lot of interests for the identification problems (Tarantola, 2004).

The goal of this chapter is to design and develop a combined experimental-numerical algorithm for the magnetic characterization of the material, present in a geometrically complex structure, using an electromagnetic inverse problem approach. Specifically, we aim at identifying the single-valued $B-H$ curve, hysteresis characteristics, and loss parameters of a magnetic material inside an electromagnetic device.

The proposed coupled experimental-numerical inverse algorithm mainly consists of two major parts: experimental measurements and numerical modeling of the device. The proposed algorithm in this chapter is robust because all uncertainties present in the two parts are taken into account in a stochastic framework.

Standard techniques for magnetic material characterization is presented below, followed by the state-of-the-art of the proposed scheme. The proposed algorithm is validated by applying it for the identification of the magnetic properties of the material in an electromagnetic device, an EI electromagnetic core inductor. However, the proposed algorithm can be applied for any other application.
2. Standard techniques for magnetic material characterization

Measurements are widely used when the measurement standards are fixed. Basic magnetic measurements in magnetic materials have been collected in a group of standards denoted by IEC 60404. The two main commonly used techniques to measure the global magnetic properties of sheets of magnetic materials are Epstein frame (IEC404-2, 1996) and single sheet tester (IEC404-3, 2000), which are considered as closed magnetic circuit and the magnetic path length inside the sample can be easily defined.

In section 2.1, we include the general principles for magnetic field and magnetic induction calculations in a closed magnetic circuit. The magnetic material characterization fully based on magnetic measurements are shown in section 2.2.

2.1 General principles for magnetic field and induction evaluation in a closed magnetic circuit

Consider a simple closed magnetic core, i.e. no air gap, consisting of a current carrying coil of \( N_1 \) turns and a magnetic core with a magnetic mean path length \( l_c \) and a cross sectional area \( A_c \) perpendicular to the field lines, as shown in Fig. 1(a). Assume that the relative magnetic permeability of the core material \( \mu_r \) is very high so that all magnetic flux lines are confined within the core\(^1\).

The magnetic field strength at the surface of the core \( H_s \) and the magnetic induction \( B_{av} \) inside the core material can be calculated using Ampere’s law and Faraday’s law, respectively.

Ampere’s law in the integral form states that the total electric current \( N_1i \) through the surface \( S \) bounded by the specific closed contour \( C \) induces the magnetomotive force (m.m.f.) in this contour:

\[
\oint_C \mathbf{H} \cdot d\mathbf{l} = \int_S \mathbf{J} \cdot d\mathbf{s}
\]  

(1)

with \( \mathbf{J} \) being the total current density confined by the closed contour \( C \). Hence, as a first approximation:

\[
H_s l_c = N_1 i \quad \therefore \quad H_s = \frac{N_1 i}{l_c}
\]  

(2)

where \( H_s \) is the magnetic field strength at the surface of the core, and \( N_1 i \) the magnetomotive force.

Consider a ferromagnetic material uniformly magnetized along one of its symmetry lines using a excitation windings \( N_1 \), as shown in Fig. 1(a). The sample is subjected to a time dependent magnetic field \( H \). The flux density can be derived from the induced voltage in the measurement winding ‘pickup coil’ by the time varying total magnetic flux, according to Faraday’s law:

\[
V_{sec}(t) = N_2 \frac{d\phi}{dt} = N_2 A_c \frac{dB_{av}}{dt}
\]  

(3)

\[
B_{av}(t) = \frac{1}{N_2 A_c} \int_0^t V_{sec}(\tau) d\tau + B_{av}(0) = \frac{1}{N_2 A_c} \sum_{i=1}^{T/\Delta \tau} V_{sec} \Delta \tau + B_{av}(0)
\]  

(4)

\( ^1 \) Indeed, in order to obtain homogenous magnetic field distributions in the magnetic sample, the excitation winding should be wound around the hole circumference of the magnetic sample.
where \( N_2 \) is the number of turns of the measurement winding, \( T \) is the period of the secondary voltage, \( B_{\text{ave}}(t) \) is the average flux density in the cross-section \( A_c \), and \( \Delta \tau \) is the sampling period. Whether the magnetic flux density is uniformly distributed over the cross section of the sample or not, the sensing coil measures the average induction value over the cross section \( A_c \).

2.2 Magnetic material characterization fully based on magnetic measurements

Figs. 1(b) and (c) show respectively the schematic diagram of the standard Epstein frame (IEC404-2, 1996) and single sheet tester (IEC404-3, 2000), which are considered as closed magnetic circuits. The \( B-H \) characterization of the material with these techniques are possible, only based on electromagnetic measurements as shown in section 2.1, under the conditions that the magnetic field pattern is homogeneous and known in advance. Moreover the measurements are standardized resulting in geometrical parameters that have a fixed known value. However, this requires extra samples of the magnetic material used in the electromagnetic device. These extra samples are often not available. Therefore, it is convenient to characterize the material on the specific geometry of the device itself.

Alternatively, the local magnetic measurements can be used for the identification of the magnetic material properties on the specific geometry of the device itself. The local magnetic measurements consist of measuring two magnetic quantities, i.e. \( H \) and \( B \), locally at the same position. Several magnetic sensors are used for local magnetic measurements, such as the flat \( H \)-coil, fluxgate sensor, and the Hall-probe sensor ‘for local magnetic field measurements’, and the needle probes ‘for local magnetic induction measurements’, (Abdallh & Dupré, 2010c). In practice, the local magnetic measurements are useful and accurate enough in the case that the local place is accessible and the magnetic field pattern is sufficiently homogeneous at that

\[ \text{In order to minimize the measurement of any flux in the air, the measurement winding should be wound as close as possible to the magnetic sample. In practice, since the diameter of the measurement winding coil is thinner than the diameter of the excitation winding coil, the measurement winding is wound closer to the magnetic sample beneath the excitation winding.} \]
local position\textsuperscript{3}. However, most of electromagnetic devices exhibit such non-uniform magnetic field patterns.

Therefore, we present in this chapter the inverse procedure for the identification of the magnetic properties of a magnetic material by interpreting well-defined measurements into a numerical model of the considered electromagnetic device.

3. State-of-the-art of the proposed methodology

The magnetic properties of a material can be recovered by the interpretation of well defined electromagnetic measurements with a numerical model of the device. The inverse problem minimizes iteratively the difference between the measurements and the simulated quantities, using a minimization algorithm, see section 5.

For the ideal case, i.e. measurements are noise-free and the mathematical model perfectly represents the reality, the actual magnetic properties of the material may be precisely retrieved. However, neither measurements nor modeling are perfect. The measurements contain noise, and the mathematical model simplifies the reality, i.e. some of the physical phenomena are not correctly modeled. Moreover, some of the model parameters, e.g. related to the geometry, are not known exactly. Their values are uncertain. Consequently, recovering the actual magnetic material properties is not guaranteed.

In the presented inverse problem approach, we propose the use of the Cramér-Rao lower bound technique for ‘qualitatively’ estimating the error in the recovered material properties, due to the measurement noise and uncertainties in the model parameters, see section 6. Based on the results obtained using this method, we are able to design \textit{a priori} the inverse problem. For example, selecting the optimal condition for performing the measurements, and choosing the best measurement modalities which lead to the best recovery results.

Furthermore, we propose two efficient numerical techniques for reducing ‘quantitatively’ the modeling error in the inverse problem solution. In section 7.1, a deterministic technique is proposed for reducing the modeling error caused by the uncertain model parameter values, by modifying the minimization scheme of the inverse problem. On the other hand, in section 7.2, the stochastic Bayesian approach is utilized for reducing the modeling error originated from the modeling simplifications.

4. General overview of the forward and inverse problem

Generally, the problem of computing the model response of a physical system is called a forward problem. On the other hand, the inverse problem theory concerns the problem of making inferences about a physical system starting from ‘indirect’ noisy measurements (Scales & Snieder, 2000).

In electromagnetism, the accurate modeling of the electromagnetic phenomena is carried out by solving Maxwell’s equations for certain given geometry, sources, and material characteristics. These so-called forward models can be used for analyzing the behavior of the system.

\textsuperscript{3} The relative errors in the local $H$-measurements are higher than the relative errors in local $B$-measurements, especially for highly non-uniform magnetic field patterns. In practice, the performing accurate local $H$-measurements is not an easy task.
Moreover, the forward problems also can be used for solving inverse problems. In fact, solving numerically inverse problems has been a subject of research for many years and arises when dealing with more complex systems. Notice that an inverse algorithm is using a certain number of forward model evaluations. The solution of the inverse problem is obtained by proposing an iterative scheme for the identification of the values of the unknown variables (geometrical, sources, or material characteristics) which need to be recovered.

In order to identify a certain unknown parameter of an electromagnetic device, as in an inverse problem, a predefined objective ‘cost’ function needs to be minimized. This objective function is the quadratic difference between the measured and simulated quantities.\(^4\)

Due to the fact that the aim of this chapter is to characterize the magnetic material properties of an electromagnetic device on its complex geometry, we will restrict ourselves to this aim, i.e. the identification of the geometrical parameters or sources are not studied in this work. These issues have been discussed in (Crevecoeur, 2009), (Yitembe et al., 2011). The detailed schematic diagram of the ‘ideal’\(^5\) inverse problem\(^6\) for magnetic material characterization, used in this chapter, is shown in Fig. 2.

---

\(^4\) The well known least square non-linear algorithm, Levenberg-Marquardt method with line search (Marquardt, 1963), is often used for minimizing the cost function.

\(^5\) Ideal inverse problem means that the mathematical model of the device represents perfectly the reality, i.e. no modeling error due to the simplification of reality and the model parameters are exactly known. Also, the measurements are assumed to be noise-free. For more detail concerning this issue, see sections 6 and 7.

\(^6\) It is worth mentioning that electromagnetic optimization problems differ from electromagnetic inverse problems. The objective function in optimization problems is based on the minimization or maximization of the target, e.g. efficiency, maximum torque, power per unit volume of an electromagnetic device, coupled through simulated quantities in order to obtain the optimal values for the predefined parameters. The electromagnetic optimization problems are used for designing the electromagnetic devices. However, electromagnetic inverse problems are used for recovering properties of existing electromagnetic devices. In this chapter, we concern only with electromagnetic inverse problems.
5. Inverse problem formulation

The behavior of a magnetic system can be represented by a mathematical model with a set of partial differential equations. This model is parameterized by the following model parameters: the unknown parameters \( \mathbf{u} \in \mathbb{R}^p \), the uncertain parameters \( \mathbf{b} \in \mathbb{R}^q \), e.g. geometrical model parameters, and the precisely known parameters \( \mathbf{d} \in \mathbb{R}^x \).

For solving inverse problems, the experimental observations \( \mathbf{W} \in \mathbb{R}^K \) and the corresponding predicted model responses \( \Phi \in \mathbb{R}^K \) need to be obtained for the same conditions, e.g. same observation positions, same excitation source, etc. The experimental observations \( \mathbf{W} \) of the state of a system are obtained for an excitation source \( I_k \), and it can be represented by:

\[
W_k = \{ w(I_k) \} \quad k = 1, 2, \ldots, K
\]  

(5)

with \( K \) being the total number of discrete experimental observations.

On the other hand, the predicted response \( \Phi \) of a system based on the mathematical model, which involves the solution of the field equations, using the same excitation source \( I_k \) and the model parameters, can be represented by:

\[
\Phi_k(\mathbf{u}) = \{ \phi(\mathbf{u}, I_k) \} \quad k = 1, 2, \ldots, K
\]  

(6)

In order to estimate the unknown parameters \( \mathbf{u} \), an inverse problem has to be solved by iteratively minimizing the quadratic residuals between the experimental observations of the magnetic system \( \mathbf{W} \) and the modeled ones \( \Phi \). In other words, the functional \( \Gamma(\mathbf{u}) \)

\[
\Gamma(\mathbf{u}) = \sum_{k=1}^{K} \| W_k - \Phi_k(\mathbf{u}) \|^2
\]  

(7)

needs to be minimized:

\[
\hat{\mathbf{u}} = \arg \min_{\mathbf{u}} \Gamma(\mathbf{u})
\]  

(8)

with \( \hat{\mathbf{u}} \) being the recovered unknown parameters using the inverse approach. The resolution of the inverse procedure highly depends on both measurements and modeling accuracy. \( \Gamma \) can depend on the definition of the inverse problem, i.e. the place where the measurements are conducted, the objective function to be minimized, etc. This resolution is due to measurement noise, available uncertainties in the forward mathematical model parameter values, or the simplifications in the used model.

Sources of errors

In practice, the actual measurements \( \mathbf{W} \), can be expressed as:

\[
\mathbf{W} = \Phi(\mathbf{u}^*) + \mathbf{e}
\]  

(9)

with \( \mathbf{e} \in \mathbb{R}^K \) being the error vector. The difference \( \mathbf{e} \) between the simulated signals \( \Phi(\mathbf{u}^*) \) with the actual values for the model parameters \( \mathbf{u}^* \) and the measured signals \( \mathbf{W} \) may have two contributions:

\[
\mathbf{e} = \mathbf{e}_n + \mathbf{e}_m
\]  

(10)

with \( \mathbf{e}_n \) being the error due to measurement noise and \( \mathbf{e}_m \) due to modeling uncertainties. In fact, the modeling error \( \mathbf{e}_m \) can be divided into two main parts: the modeling error due
to the uncertainty of some of the model parameters $b$, and the modeling error due to the simplification of the used mathematical model. Due to $e$, when minimizing the cost function (Equation 7), the values of the recovered parameters $\tilde{u}$ and the actual parameter values $u^*$ are not necessarily equal, i.e. $\tilde{u} \neq u^*$.

6. Error estimation in the inverse problem solutions

As mentioned in section 5, a coupled experimental-numerical inverse approach is formulated in order to characterize the magnetic material of an electromagnetic device. The input of this inverse approach is a set of electromagnetic measurements, while the output is the magnetic material characteristic. It has been observed by numerical experiments “after solving the inverse problem” that the accuracy of the recovered material characteristics appreciably depends on the input nature of the inverse problem, e.g. the objective function to be minimized, the positions where the local magnetic measurements are carried out, etc, (Abdallh et al., 2009), (Abdallh et al., 2010d). However, it is desirable to define and estimate this accuracy a priori “before solving the inverse problem”.

Generally, the inverse problem is an ill-posed problem, i.e. small deviation in the input data (measured quantities) leads to a considerable deviation in the output data (recovered material parameters). Consequently, the input of the inverse problem, i.e. ‘measurements’, and the mathematical model have to be perfectly accurate. However, neither measurements nor mathematical models are strictly accurate: measurements are distorted by measurement noise, and responses in the electromagnetic device model exhibit variations due to uncertainties of some parameter values used in these model calculations. Also, the model of an electromagnetic device does not simulate perfectly all phenomena as in the reality.

In this section, we aim at estimating a priori the error of the recovered magnetic material properties due to the measurement noise and the uncertainties in the electromagnetic device model parameter values. State-of-the-art of the Monte Carlo simulations are able to achieve this goal but computations may become prohibitive, especially when dealing with time demanding numerical forward electromagnetic models, e.g. finite element models. Therefore, a mathematical technique based on the stochastic Cramér-Rao bound (sCRB) is presented for estimating the uncertainty in the inverse problem solutions. This sCRB offers the lower bound of the error within a rather small computational time compared to the well-know time-demanding techniques such as Monte Carlo simulations applied in e.g. (Leach et al., 2009), stochastic finite element method (Beck & Woodbury, 1998), polynomial chaos decomposition (Gaignaire et al., 2010).

In the stochastic Cramér-Rao bound method, it is assumed that the identification procedure is affected by the uncertainties in the measurements, and uncertainties in the model parameters. Several types of measurement uncertainties can be considered, in particular systematic and random uncertainty.

A systematic measurement uncertainty can be defined as a reproducible error that biases the measured value in a given direction (NIST, 2000), i.e. a systematic overestimation or underestimation of the true value. A systematic measurement uncertainty is by definition reproducible. Therefore, it cannot be reduced by averaging the values of a large number of

---

7 In this section, we assume that the model is perfect, i.e. all physical phenomena are included in the model. The inaccuracy in the model structure is discussed in section 7.2.
measurements. However, the reproducible nature of the systematic measurement uncertainty makes it possible to estimate the bias on the measured value by means of a calibration procedure (Lauwagie, 2003). The results presented in this chapter restrict to cases where the measurement uncertainties contain only the random component ‘noise’.

When carrying out magnetic measurements, noise can be caused by vibrations of steel sheets, noise originating from excitation current, noise due to the stray field, air flux noise, environmental noise, etc. (Fiorillo, 2004). Here, the measurement noise is assumed uncorrelated and Gaussian white distributed with zero mean and variance of $\sigma^2_n$.

Again, the least squares approach (Equation 7) and (Equation 8) may not yield to accurate identification results, because no information about $e_n$ is utilized. So, when minimizing the cost function (Equation 7), the values of the recovered parameters $\tilde{u}$ and the actual parameter values $u^*$ are not necessary equal, i.e. $\tilde{u} \neq u^*$. Due to the fact of the poor posedness of the inverse problems, the search for the ‘accurate’ minimum value of $\Gamma(u)$ is difficult, and needs advanced mathematical techniques as regularization tools for determining the minimum and criteria for terminating the search (Engl et al., 1996), (Saitoh, 2007).

Due to this fact, it seems reasonable, when solving inverse problems, to use a criterion which reflects the statistical information available on the measurement noise. Therefore, the use of the Cramér-Rao bound method (CRB) is proposed for quantifying the possible uncertainties on the identified unknown parameter values $u$. CRB is widely-used in many engineering applications; heat transfer applications (Fadale et al., 1995a), biomedical engineering applications (Radich & Buckley, 1995), and signal analysis applications (Stoica & Nehorai, 1989).

### 6.1 Traditional Cramér-Rao bound method (CRB)

In the traditional CRB method, it is assumed that the mathematical modeling is accurate, i.e. $e_m = 0$. Hence, (Equation 9) can be rewritten as:

\[
W = \Phi(u^*) + e_n
\]

It is thus possible to represent the forward model as $\Phi(u) + e_n$ with the incorporation of the measurement noise. Since the measurement noise is supposed to be known, the parameter vector, to be estimated, of this model is still $u$.

We denote the unbiased estimation of this parameter vector ‘after solving the inverse problem’ by $\tilde{u}$. The Cramér-Rao inequality theorem states that the covariance matrix of the deviation between the true and the estimated parameters is bounded from below by the inverse of the Fisher information matrix $F$ (Goodwin & Payne, 1977), (Strang, 1986):

\[
E \left\{ (\tilde{u} - u^*)(\tilde{u} - u^*)^T \right\} \geq F^{-1}
\]

where $E$ is the expectation. The Fisher information matrix $F$ gives an indication about the probability of observing noisy measurements $W$ given the model $\Phi$ and the unknown model parameters $u$. The probability distribution function of the random variable $W$ given the value of $u$, which is also the likelihood function of $u$, is a function $L(W|u)$. Indeed, the best estimates of the unknown parameter values $u$ are those that maximizes the probability density function of the measurements $L(W|u)$. This estimate of $u$ makes the measurements most likely and therefore the probability density function $L(W|u)$ is called the likelihood function.
The Fisher information matrix $F$ is calculated based on the partial derivative of the log of the likelihood function with respect to the parameter vector $u$, which can be calculated by (Goodwin & Payne, 1977):

$$ F = E \left\{ \left[ \frac{\partial}{\partial u} \ln L(W|u) \right] \left[ \frac{\partial}{\partial u} \ln L(W|u) \right]^T \right\} $$

(13)

with $\ln L(W|u)$ being the log-likelihood of $W$ given the parameter vector $u$. $F$ is a matrix with $p \times p$ dimensions. The likelihood of the data is normally distributed and is given by $L(W_1, \ldots, W_K)$:

$$ L(W|u) = \left( \frac{1}{(2\pi)^{K/2}\sigma_n^K} \right) \exp \left( -\frac{1}{2\sigma_n^2} \sum_{k=1}^{K} [W_k - \Phi_k(u)]^2 \right) $$

(14)

and can be rewritten as:

$$ L(W|u) = \frac{1}{\sigma_n^K} \exp \left( -\frac{1}{2\sigma_n^2} \sum_{k=1}^{K} [W_k - \Phi_k(u)]^2 \right) $$

(15)

So that the log-likelihood function becomes:

$$ \ln L(W|u) = \text{const} - K \ln(\sigma_n) - \frac{1}{2\sigma_n^2} \sum_{k=1}^{K} [W_k - \Phi_k(u)]^2 $$

(16)

So the derivative to $u$ becomes:

$$ \frac{\partial \ln L(W|u)}{\partial u} = \frac{1}{\sigma_n^2} \sum_{k=1}^{K} (W_k - \Phi_k(u)) \frac{\partial \Phi_k(u)}{\partial u} $$

(17)

Substituting (Equation 17) in (Equation 13), the Fisher information matrix can be written as (Goodwin et al., 1974):

$$ (F)_{lm} = \sum_{k=1}^{K} \left\{ \left[ \frac{\partial \Phi_k}{\partial u_m} \right]^T S_k^{-1} \left\{ \frac{\partial \Phi_k}{\partial u_l} \right\} \right\} + \frac{1}{2} \text{Tr} \left( S_k^{-1} \left\{ \frac{\partial S_k}{\partial u_l} \right\} S_k^{-1} \left\{ \frac{\partial S_k}{\partial u_m} \right\} \right) \quad l, m = 1, \ldots, p $$

(18)

since $\sigma_n^2 = E \left\{ \frac{1}{K} \sum_{k=1}^{K} [W_k - \Phi_k(u)]^2 \right\}$, with $S_k = \sigma_n^2$ being the measurement variance, $k = 1, \ldots, K$.

Usually, the form of the Fisher information matrix ($F$) is simplified by assuming that the measurement noise is the same for all experimental observations $K$, uncorrelated, and its variance is independent on the unknown parameters $u$, i.e. $S_k = \sigma_n^2$ and $\frac{\partial S_k}{\partial u} = 0$ (Alifanov et al., 1995), (Fadale et al., 1995b). Thus, under these conditions, the Fisher information matrix ($F$) reduces to the classical form:

$$ (F)_{lm} \approx \sum_{k=1}^{K} \left\{ \left[ \frac{\partial \Phi_k}{\partial u_m} \right]^T S_k^{-1} \left\{ \frac{\partial \Phi_k}{\partial u_l} \right\} \right\} \quad l, m = 1, \ldots, p $$

(19)
Using the inequality of Cramér-Rao bound (Equation 12), the lower bound for the \( p \) variances of the unknown parameters \( \sigma_{u,F}^2 \) is given by (Stoica & Nehorai, 1989):

\[
\sigma_{u,F}^2 \geq \left( F^{-1} \right)_{ii} \quad i = 1, \ldots, p
\] (20)

\( F^{-1} \) expresses the lower bound for the covariance matrix of the unknown parameters where the variances of each unknown parameter can be deduced as the diagonal elements of \( F^{-1} \).

6.2 Stochastic Cramér-Rao bound method (sCRB)

Besides the recovery errors due to measurement uncertainties elaborated in section 6.1, errors are also introduced by the modeling uncertainty. Specifically, the accuracy of the modeled response depends upon the numerical algorithm and the degree of approximation used, e.g. finite difference or finite element, coarse or fine discretization, etc. These errors can be reduced by using very fine discretizations, inclusion of more accurate material models, etc. This issue is discussed in more detail in section 7.2.

In addition to these errors, the modeled response also exhibits variations which are due to the uncertainties in the uncertain parameters \( b \) used in these model calculations. We assume in this chapter that the mathematical forward model algorithm is exact by using a very fine mathematical model so that the estimated values of the parameters are only influenced by the uncertain model parameters.

The traditional CRB method can be extended when dealing with stochastic uncertain model parameters \( b \), see (Fadale et al., 1995a), (Emery et al., 2000) with an unbiased estimator \( u \). The forward problem becomes now \( \Phi(u, b) + e_n \). The predefined mean value of the uncertain parameters \( b \) defines the model \( \Phi \). We assume that the random \( b \) is a Gaussian prior with mean and variance values of \( \mu_b \) and \( \sigma_b^2 \), respectively. In this case, the forward problem becomes \( \Phi(u, \mu_b) + e_n + e_m \). Since \( e_n \) and \( e_m \) are normally distributed, it is possible to express the total uncertainty \( e_t \) in a normal distribution function as well, i.e. \( e_t = e_n + e_m \), with \( e_t \sim N(\mu_t, \sigma_t) \), where \( N \) is the normal distribution function.

Similar to the derivation of the traditional CRB presented in previous section, the extended Fisher information matrix can be obtained. Here, the extended Fisher information matrix \( M \) is calculated based on the partial derivative of the log of the likelihood function with respect to the parameter vector \( u \), which can be calculated by (Goodwin & Payne, 1977):

\[
M = E \left\{ \left[ \frac{\partial}{\partial u} \ln L(W|u) \right] \left[ \frac{\partial}{\partial u} \ln L(W|u) \right]^T \right\}
\] (21)

with \( \ln L(W|u) \) being the log-likelihood of the \( W \) given the parameter vector \( u \). \( M \) is a matrix with \( p \times p \) dimensions. The likelihood of the data is normally distributed and is given by \( L(W_1, \ldots, W_k) \):

\[
L(W|u) = \prod_{k=1}^{K} \frac{1}{(2\pi)^{1/2}\sigma_t} \cdot \exp \left( -\frac{1}{2\sigma_t^2} \left( W_k - \Phi_k (u, \mu_b) \right)^2 \right)
\] (22)

and can be rewritten as:

\[
L(W|u) = \frac{1}{(2\pi)^{K/2}(\sigma_t)^K} \cdot \exp \left( -\frac{1}{2\sigma_t^2} \sum_{k=1}^{K} \left[ W_k - \Phi_k (u, \mu_b) \right]^2 \right)
\] (23)
So that the log-likelihood function becomes:

\[
\ln L(W|u) = \text{const} - K \ln(\sigma_t) - \frac{1}{2\sigma_t^2} \sum_{k=1}^{K} [W_k - \Phi_k(u, \mu_b)]^2
\]  

(24)

So the derivative to \( u \) becomes:

\[
\frac{\partial \ln L(W|u)}{\partial u} = \frac{1}{\sigma_t^2} \sum_{k=1}^{K} (W_k - \Phi_k(u, \mu_b)) \left( \frac{\partial \Phi_k(u, \mu_b)}{\partial u} \right)
\]  

(25)

Substituting (Equation 25) in (Equation 21), the extended Fisher information matrix can be written as (Emery et al., 2000):

\[
(M)_{lm} = \sum_{k=1}^{K} \left[ \left\{ \frac{\partial \Phi_k}{\partial u_m} \right\}^T V_k^{-1} \left\{ \frac{\partial \Phi_k}{\partial u_l} \right\} \right. \\
+ \frac{1}{2} \text{Tr} \left[ V_k^{-1} \left\{ \frac{\partial V_k}{\partial u_l} \right\} V_k^{-1} \left\{ \frac{\partial V_k}{\partial u_m} \right\} \right] \left. \right] \quad l, m = 1, \ldots, p
\]  

(26)

since \( \sigma_t^2 = E\{ (1/K) \sum_{k=1}^{K} [W_k - \Phi_k(u, \mu_b)]^2 \} \), with \( V \) being the covariance matrix of the total uncertainty, and is given by:

\[
V_k = E \left[ \left\{ e_{t,k} - E[e_{t,k}] \right\} \left\{ e_{t,k} - E[e_{t,k}] \right\}^T \right] \\
= E \left[ \delta \Phi_k \delta \Phi_k^T \right] + E \left[ \delta W_k \delta W_k^T \right]
\]  

(27)

The first-order estimate of the covariance matrix \( E[\delta \Phi_k \delta \Phi_k^T] \) of the predictions is given by:

\[
E[\delta \Phi_k \delta \Phi_k^T] = \Theta_k G \Theta_k^T \quad k = 1, 2, \ldots, K
\]  

(28)

where \( \Theta_k \) is the sensitivity matrix of the system prediction \( \Phi \) with respect to the uncertain parameter \( b \), which can be calculated using any numerical differentiation techniques, e.g. finite difference technique. \( \Theta_k \) is defined as:

\[
\Theta_{k,\eta} = \frac{\partial \Phi_k}{\partial b_\eta}
\]  

(29)

while the covariance matrix \( E[\delta W_k \delta W_k^T] \) is equal to the covariance of the measurement noise, i.e. \( E[\delta W_k \delta W_k^T] = S_k \). Therefore (Equation 27) can be expressed as:

\[
V_k = \Theta_k G \Theta_k^T + S_k
\]  

(30)

\[
\frac{\partial V_k}{\partial u_l} = 2\Theta_k G \left( \frac{\partial \Theta_k}{\partial u_l} \right)^T + \frac{\partial S_k}{\partial u_l} \quad l = 1, \ldots, p
\]  

(31)

According to (Emery et al., 2000), the effect of the trace term is very small, and can thus be neglected. The extended Fisher information matrix, \( M \), can then be approximated by:

\[
(M)_{lm} \approx \sum_{k=1}^{K} \left[ \left\{ \frac{\partial \Phi_k}{\partial u_m} \right\}^T V_k^{-1} \left\{ \frac{\partial \Phi_k}{\partial u_l} \right\} \right] \quad l, m = 1, \ldots, p
\]  

(32)
In this situation, a comparison of (Equation 19) and (Equation 32) shows that $V_k$ can be considered as the equivalent noise of the experiment.

So, the lower bound for the $p$ variances of the unknown parameter $\sigma^2_{u,M}$ is (Radich & Buckley, 1995):

$$\sigma^2_{u,M,i} \geq (M^{-1})_{ii} \quad i = 1, \ldots, p \quad (33)$$

In other words, $M^{-1}$ expresses the lower bound for the covariance matrix of the unknown parameters where the variances of each unknown parameter can be deduced as the diagonal elements of $M^{-1}$.

### 7. Error reduction in the inverse problem solutions

The material properties characterizing the magnetic circuit of an electromagnetic device can be identified by solving an inverse problem, where sets of measurements are properly interpreted using a forward numerical model of the device, as explained in section 5.

In practice, two major aspects can reduce the accuracy of the recovered solution when solving the inverse problem, specifically: measurement noise and inaccurate modeling. Measurement noise can be eliminated or reduced to some extent by accurately performing the measurements, see (Abdallh & Dupré, 2010c). On the other hand, modeling errors are basically originating from two main sources: the uncertain model parameter values, and the way of modeling of the physical phenomena of the electromagnetic device.

In section 6, a stochastic methodology for estimating a priori the uncertainty in the inverse problem solution is presented. Using this stochastic technique, one may be able to reduce the error in the solution of the inverse problem by incorporating, in the real inverse problem, the most accurate measurement modality, or performing the local measurements at the optimal positions. However, this is a qualitative error reduction. In order to reduce the error in the inverse problem solution quantitatively, we propose two approaches in this section.

First, we propose an effective technique, section 7.1, in which the influences of the uncertainties in the geometrical model parameters are minimized. In this proposed approach, the objective function, that needs to be minimized, is adapted `iteratively` with respect to the uncertain geometrical model parameters.

On the other side, the second approach aims at reducing the modeling error due to the inaccurate modeling, i.e. not all physical phenomena are modeled, or in other words, the model does not exactly simulate the reality. The second approach uses the stochastic Bayesian technique, section 7.2.

#### 7.1 Minimum path of the uncertainty method (MPU)

For the reconstruction of the magnetic material characteristics, the sources and the geometry of this electromagnetic device have to be exactly known. However, in practice, the data of the dimensions of the electromagnetic device, provided by the manufacture, may be uncertain. So, one may introduce errors in the modeling due to the geometrical inaccuracy. Consequently, the inverse results may be inaccurate, to some extent, see (Abdallh et al., 2011b).
Traditionally, the inverse problem is formulated by minimizing iteratively the residual between the measurements and simulated quantities. However, the uncertainty in the geometrical parameters in the forward model alters the shape of the “traditional” objective function and has thus an effect on the values of the recovered magnetic material properties. Therefore, a new formulation of the objective function is needed, in which the impact of the uncertain geometrical model parameters is reduced.

In case of noise-free measurements and correct modeling of the forward problem, the experimental observations of the magnetic system \( W \) can be expressed as

\[
W = \Phi(u^*, b^*, d) \tag{34}
\]

where \( u^* \) and \( b^* \) are the actual values of the unknown and uncertain model parameters, respectively, while \( d \) are the precisely known model parameters.

Generally, in order to estimate the unknown parameters \( u \), an inverse problem has to be solved by iteratively minimizing the quadratic residuals between the experimental and modeled observations. In other words, the functional

\[
\Gamma_{\text{Trad}}(u) = \| \Phi(u, b, d) - W \|^2 \tag{35}
\]

needs to be minimized:

\[
\hat{u} = \arg \min_u \Gamma_{\text{Trad}}(u) \tag{36}
\]

with \( \hat{u} \) being the recovered values of the unknown model parameters. Particularly, when \( b = b^* \) is satisfied, then the inverse problem is capable of recovering, in noise-free case and with a perfect forward model, the actual unknown parameters, i.e. \( \hat{u} \equiv u^* \).

However, in practice, the knowledge of \( b \) is uncertain and the used value can differ from the actual value. For simplicity, assume only one uncertain model parameter, i.e. \( q = 1 \). If we consider an assumed value \( b^\bullet \), i.e. \( b^\bullet \neq b^* \), then

\[
W = \Phi(u^*, b^\bullet, d) + e_m \tag{37}
\]

with \( e_m \) being the modeling error, which is the error due to the difference between the used \( b^\bullet \) and the actual \( b^* \), i.e. \( \Delta b = b^\bullet - b^* \). Consequently, the inverse problem solution results in inaccurate recovered unknown model parameters (\( \hat{u} \neq u^* \)). Note that (Equation 34) can be rewritten as

\[
W = \Phi(u^*, b^*, d) \tag{38}
\]

or its Taylor expansion to the first order:

\[
W \simeq \Phi(u^*, b^*, d) + \frac{\partial \Phi}{\partial b} \bigg|_{b=b^*} \Delta b \tag{39}
\]

where we neglect the higher order terms \( \partial^2 \Phi / \partial^2 b \); \( \ldots \) etc. \( \partial \Phi / \partial b \) is the sensitivity of the modeled response \( \Phi \) with respect to the uncertain model parameter \( b \), and is a measure for the “forward propagation” of the uncertainty to the forward solution.

Indeed, up to the first order, (Equation 39) reflects in a better way the actual forward solution. So that the proposed methodology, which is called minimum path of the uncertainty (MPU)
(Abdallh et al., 2011a), defines the following objective function $\Gamma_{\text{MPU}}(u)$:

$$\Gamma_{\text{MPU}}(u) = \left\| \Phi(u, b^*, d) + \left. \frac{\partial \Phi}{\partial b} \right|_{(b=b^*)} \cdot \Delta b - W \right\|^2$$  \hfill (40)

The proposed methodology is mainly based on adapting, at each iteration step, the objective function that needs to be minimized with respect to the sensitivity of the model responses to the uncertain model parameter $b$. In (Equation 40), since $b^*$ and consequently $\Delta b$ are unknown in practice, this can not be implemented unless an approximation can be made for the Taylor coefficient of $\Delta b$. As an approximation of $\Delta b$, (Equation 40) can be rewritten as:

$$\Gamma_{\text{MPU}}(u) = \left\| \Phi(u, b^*, d) + \alpha \left. \frac{\partial \Phi}{\partial b} \right|_{(b=b^*)} - W \right\|^2$$  \hfill (41)

with $\alpha$ being a constant obtained from a linear fitting.

It is possible to make an approximation of the Taylor coefficient $\alpha$ if many measurement samples are available so as to make a linear fitting between the vector $(W - \Phi(u, b^*, d))$ and vector $\frac{\partial \Phi}{\partial b}|_{b=b^*}$, each vector consists of $K$ points. The linear fitting is done at each iteration using the present value of $u$ at this specific iteration (Abdallh et al., 2012d).

When minimizing the objective function (Equation 41), a path (parameter values $u^{(j)}$ for the $j^{th}$ iteration) is followed that is minimally affected by the uncertainties. Indeed, a linear forward model, i.e. \( \Phi(u, b^*, d) + \alpha \left. \frac{\partial \Phi}{\partial b} \right|_{b=b^*} \), is used with the incorporation of the dependence to the uncertain parameter values and with the calculation of $\alpha$.

In the case of implementing more than one uncertain parameter, (Equation 41) can be rewritten as:

$$\Gamma_{\text{MPU}}(u) = \left\| \Phi(u, b^*, d) + \alpha \left. \frac{\partial \Phi}{\partial b_1} \right|_{(b_1=b_1^*)} + \beta \left. \frac{\partial \Phi}{\partial b_2} \right|_{(b_2=b_2^*)} + \cdots + \gamma \left. \frac{\partial \Phi}{\partial b_q} \right|_{(b_q=b_q^*)} - W \right\|^2$$  \hfill (42)

where $\alpha, \beta, \gamma, \ldots$ are the fitting constants.

### 7.2 A Bayesian approach for modeling error reduction

Generally, there are several techniques to model an electromagnetic device, depending on the required accuracy. Analytical and numerical models are often used for modeling an electromagnetic device. Analytical models are computationally fast but less accurate. Numerical models can be divided into several accuracy levels depending on the degree of freedom and discretization. The two or three dimensional finite element (FE) models (2D-FE or 3D-FE) are commonly used with different mesh discretization levels. In general, numerical models are often more accurate than the analytical ones, but much more computational time consuming; the higher the degree of freedom, the more time consuming.
In order to solve an inverse problem with the highest solution accuracy, one may incorporate the measurements with the most accurate (fine) model, e.g. 3D numerical FE model, of an electromagnetic device. However, the computational time of this approach may be prohibitive. Alternatively, less accurate (coarse) models, e.g. analytical models, can be used with a demerit of an expected higher recovery error compared to the fine models.

In this section, we propose the use of the Bayesian approximation error approach (Nissinen et al., 2008) for improving the inverse problem solution when a coarse model is utilized. The proposed approach adapts the objective function to be minimized with the a priori misfit between fine and coarse forward models, in which the modeling error is represented in a stochastic way. The Bayesian approximation error approach is relatively fast and easy to implement compared to the two-level techniques, such as space mapping (Bandler et al., 2008), manifold mapping (Echeverría et al., 2006), two-level refined direct method (Crevecoeur et al., 2011a), etc.

Assume that we have two computer models of an electromagnetic device; a fine and a coarse model. The fine model is assumed to be close to the reality where we assume that the modeling error in the fine model is negligible. However, the modeling error in the coarse model is referred to the misfit between the fine and coarse forward model responses. We present the stochastic modeling error in section 7.2.1.

7.2.1 Stochastic representation of the modeling error

The fine and coarse forward model responses, \( \Phi_f \in \mathbb{R}^K \) and \( \Phi_c \in \mathbb{R}^K \) respectively, depend on \( u \). Since the exact value of \( u \) is not known, we assume \( Z \) hypothetical values of the unknown model parameters, with \( \hat{u}_z, (z = 1, \ldots, Z) \) being a hypothetical value. These \( Z \) hypothetical values are chosen in such a way that they are random and cover the domain defined by the lower and upper bounds of these parameters.

The error between the fine and coarse forward models, at each model observation \( k \) and at each test value \( \hat{u}_z \), can be represented by:

\[
e_{m,k}(\hat{u}_z) = \Phi_{f,k}(\hat{u}_z) - \Phi_{c,k}(\hat{u}_z), \quad (k = 1, \ldots, K), \quad (z = 1, \ldots, Z)
\]

(43)

By performing \( Z \) coarse and fine forward model computations, and assuming that the modeling error at each model observation \( k \) \( (e_{m,k}) \) follows the normal distribution, i.e. \( (e_{m,k} \sim \mathcal{N}(\mu_{m,k}, \sigma_{m,k}^2)) \), one may calculate the mean modeling error and its covariance, \( \mu_{m,k} \) and \( \sigma_{m,k}^2 \) respectively.

\[
\mu_{m,k} = \frac{1}{Z} \sum_{z=1}^{Z} e_{m,k}(\hat{u}_z)
\]

(44)

\[
\sigma_{m,k}^2 = \frac{1}{Z} \sum_{z=1}^{Z} (e_{m,k}(\hat{u}_z) - \mu_{m,k})^2
\]

(45)

\[\text{In fact, it is impossible to construct an exact computer model combining the whole physical phenomena as in the reality. However, in order to solve an inverse problem, a computer model is needed with the highest possible accuracy: the most accurate model give rise to the most accurate recovery results.}\]
Based on the calculated $\mu_{m,k}$ and $\sigma_{m,k}^2$, the approximate overall probability distribution function (PDF), at each model observation $k$, can be visualized as:

$$f(e_{m,k}) = \frac{1}{\sqrt{2\pi\sigma_{m,k}^2}} \cdot \exp\left(-\frac{(e_{m,k}-\mu_{m,k})^2}{2\sigma_{m,k}^2}\right)$$

(46)

The assumption of the modeling error to be Gaussian distributed is a possible means of statistically expressing the modeling error, see (Nissinen et al., 2008). The vector representations of the modeling mean error and its covariance at all model observations $K$ are:

$$\overline{\mu}_m = [\mu_{m,1}, \mu_{m,2}, \ldots, \mu_{m,K}]^T, \quad \Sigma_m^2 = [\sigma_{m,1}^2, \sigma_{m,2}^2, \ldots, \sigma_{m,K}^2]^T$$

(47)

Since the modeling error is assumed uncorrelated, i.e. $e_{m,i}$ does not depend on $e_{m,j}$ ($i, j = 1, \ldots, K$, $i \neq j$), the covariance matrix of the modeling error ($\Sigma_m^2 \in \mathbb{R}^{K \times K}$) can be written as: $\Sigma_m^2 = \text{diag}(\sigma_{m,1}^2, \sigma_{m,2}^2, \ldots, \sigma_{m,K}^2)$. The mean and the covariance of the modeling error are used in the following section for the modeling error compensation.

7.2.2 Bayesian approach: Traditional and approximation error

As mentioned before, the actual measurements $W$ can be expressed as:

$$W = \Phi(u^*) + e$$

(48)

with $e$ being the uncertainty “error” vector. A possible difference between the simulated signals $\Phi(u^*)$ with the actual model parameters $u^*$, and the measured signals $W$, can arise from two reasons, and is denoted by:

$$e = e_n + e_m$$

(49)

with $e_n$ being the uncertainty due to the measurement noise and $e_m$ being the uncertainty due to modeling uncertainties. Due to the random nature of the measurement noise, it is assumed to be normally white distributed with zero mean ($\overline{\mu}_{n,k} = 0$) and a covariance of $\Sigma_{n,k}^2$, i.e. $(e_{n,k} \sim \mathcal{N}(0, \Sigma_{n,k}^2))$ (Abdallh et al., 2012c). Similarly,

$$\overline{\mu}_n = [\mu_{n,1}, \mu_{n,2}, \ldots, \mu_{n,K}]^T = 0, \quad \Sigma_n^2 = [\sigma_{n,1}^2, \sigma_{n,2}^2, \ldots, \sigma_{n,K}^2]^T$$

(50)

Since the measurement noise is assumed uncorrelated, i.e. $e_{n,i}$ does not depend on $e_{n,j}$ ($i, j = 1, \ldots, K$, $i \neq j$), the covariance matrix of the measurement noise ($\Sigma_n^2 \in \mathbb{R}^{K \times K}$) can be written as: $\Sigma_n^2 = \text{diag}(\sigma_{n,1}^2, \sigma_{n,2}^2, \ldots, \sigma_{n,K}^2)$.

The modeling error is also represented in normal distribution, see section 7.2.1. Due to these uncertainties, when minimizing the cost function (Equation 35), the values of the recovered parameters $\hat{u}$ and $u^*$ are not necessary equal, i.e. $\hat{u} \neq u^*$. Therefore, we propose the use of the statistical Bayesian approach.

1. Traditional Bayesian approach:

In the Bayesian framework, the identification problem is seen as a statistical inference problem, sometimes referred to as stochastic regularization (Emery et al., 2007), in which the measurements and the modeled response are assumed to be random (Nissinen et al.,
In the traditional Bayesian approach, the modeling error is assumed to be negligible, i.e. \( W = \Phi(u^*) + e_n \).

In the well-known Bayes’ formula, the posterior probability density function of the measurements \( W \) given the unknown model parameters \( u \) \( P(u|W) \) is given by (Kaipio & Somersalo, 2005):

\[
P(u|W) = \frac{P(u)P(W|u)}{P(W)}
\]

which can be written in a non-normalized form:

\[
P(u|W) \propto P(u)P(W|u)
\]

with \( P(u) \) being the prior probability density function of the unknown model parameters. In our application, no information is given for the \( P(u) \). So, we assume that the unknown model parameters follow the uniform distribution between lower and upper bounds:

\[
P(u) = \frac{1}{u_{UB} - u_{LB}}, \quad u \in [u_{LB}, u_{UB}]
\]

with \( u_{LB} \) and \( u_{UB} \) being the lower and upper bounds of the unknown model parameters, respectively, which can be known from the reasonable physical representation of \( u \).

Assuming that the measurement noise \( e_n \) does not depend on the unknown model parameters \( u \), the likelihood density function of the measurements \( W \) given the unknown model parameters \( u \) can be written as (Kaipio & Somersalo, 2005):

\[
P(W|u) = \frac{1}{(2\pi)^{K/2} \prod_{k=1}^{K} \sigma_{n,k}} \cdot \exp\left(-\frac{1}{2} \left[ (W - \Phi(u) - \mu_n)^T \left( \Sigma_n^2 \right)^{-1} (W - \Phi(u) - \mu_n) \right] \right)
\]

Therefore, in order to solve this inverse problem, the maximum a posteriori (MAP) estimates is used, in which the MAP of the unknown model parameters \( u \) is given by:

\[
u_{MAP} = \text{arg max}_u P(u|W)
\]

Substituting (Equation 52) and (Equation 54) in (Equation 55), and \( (\mu_n = 0) \):

\[
u_{MAP, \text{Trad}} = \text{arg max}_u P(W|u)
\]

\[
= \text{arg max}_u \left\{ \exp \left(-\frac{1}{2} \left[ (W - \Phi(u))^T \left( \Sigma_n^2 \right)^{-1} (W - \Phi(u)) \right] \right) \right\}
\]

\[
= \text{arg min}_u \left\{ (W - \Phi(u))^T \left( \Sigma_n^2 \right)^{-1} (W - \Phi(u)) \right\}
\]

\[
= \text{arg min}_u \| L_n (W - \Phi(u)) \|^2
\]

with \( L_n \) being the Cholesky factor of the covariance of the measurement noise, i.e. \( (\Sigma_n^2)^{-1} = L_n^T L_n \). Solution of (Equation 56) is the recovered model parameter \( (u_{MAP, \text{Trad}} \equiv \tilde{u}) \) using the inverse problem in the traditional Bayesian framework.
2. **Bayesian approximation error approach**:

In the traditional Bayesian approach, the modeling error $e_m$ was assumed to be negligible. However, in the Bayesian approximation error approach, the $e_m$ is taken into account. As discussed earlier in section 7.2.1, the modeling error exists only when the coarse model is incorporated in the inverse problem, so (Equation 48) can be rewritten as:

$$ W = \Phi_c(u^*) + e_n + e_m $$  \hspace{1cm} (57)

Due to the Gaussian distribution of both the measurement noise and modeling error, the overall error $e$ is therefore also Gaussian distributed. Similarly, (Equation 56) can be reformulated as follows:

$$ u_{\text{MAP, Compensated}} = \arg\max_u P(W | u) = \arg\min_u \|L_{n+m}(W - \Phi_c(u) - \mu_m)\|^2 $$  \hspace{1cm} (58)

with $L_{n+m}$ being the Cholesky factor of the covariance of the overall error, i.e. $(\Sigma_n^2 + \Sigma_m^2)^{-1} = L_{n+m}^T L_{n+m}$. Solution of (Equation 58) is the recovered model parameter ($u_{\text{MAP, Compensated}} \equiv \hat{u}$) using the inverse problem in the Bayesian approximation error approach, in which the modeling error is compensated.

8. **Magnetic material characteristics**

There are several properties of the material to be recovered, however, we focus only on the magnetic properties. Specifically, the single-valued $B$-$H$ curve, the hysteresis loops and loss parameters are being recovered here. In order to identify the magnetic characteristics of a material using the inverse problem approach, the magnetic parameters need to be formulated in mathematical formulas to be used in the model.

1. **Single-valued $B$-$H$ curve**:

   The single-valued nonlinear constitutive characteristic of the $B$-$H$ curve (normal magnetizing characteristic), to be reconstructed by the inverse problem, is modeled by means of three parameters $u_1 = [H_0, B_0, \nu]$ of the (non-full) power-series formula (Abdallh et al., 2010a):

   $$ \frac{H}{H_0} = \left( \frac{B}{B_0} \right) + \left( \frac{B}{B_0} \right)^\nu $$  \hspace{1cm} (59)

2. **Hysteretic characteristic**:

   The hysteretic characteristic of the magnetic material, is modeled by means of five parameters $u_2 = [a, b, c, k_1, k_2]$ of the Lorentzian distribution of the scalar Preisach model (Abdallh et al., 2010d):

   $$ P(\alpha, \beta) = \frac{k_1}{\left(1 + \left(\frac{a-\alpha}{b} \right)^2 \right) \left(1 + \left(\frac{\beta-a}{b} \right)^2 \right)} + \delta_{\alpha,\beta} \frac{k_2}{1 + \left(\frac{\alpha}{b} \right)^2} $$  \hspace{1cm} (60)

   where $P(\alpha, \beta)$ and $\delta_{\alpha,\beta}$ are the Preisach distribution function and the Kronecker delta symbol, respectively (Bertotti, 1998).
3. Loss parameters:

The well-known Bertotti loss model, in its simplified form, is used for loss characterization (Bertotti, 1988):

$$P_{lp} = a_1 B_{lp}^2 f + b_1 B_{lp}^2 f^2 + c_1 B_{lp} f \left( \sqrt{1 + d_1 B_{lp} f} - 1 \right)$$

(61)

with $B_{lp}$ and $f$ being the local peak magnetic induction in (T) and the frequency in (Hz), respectively. $P_{lp}$ is the local iron loss. $\mathbf{u}_3 = [a_1, \alpha_1, b_1, c_1, d_1]$ is the vector of the loss model parameters. The values of these parameters are unknown and need to be identified using an inverse approach.

9. Application

The proposed inverse methodology is applied here into the following application, i.e. an EI electromagnetic core inductor, for the complete identification of the magnetic properties of the magnetic material. However, the proposed methodology can be applied for any other application, e.g. a permanent magnet synchronous machine (Sergeant et al., 2009), a switched reluctance motor (Abdallh et al., 2011c), (Abdallh et al., 2011a), an asynchronous motor (Abdallh et al., 2012b).

9.1 Problem definition

The magnetic material characteristics (the normal magnetizing curve, the hysteretic characteristics and the loss parameters) of the EI electromagnetic core inductor, shown in Fig. 3, are unknown and need to be recovered using the inverse approach.

In this application, we consider two magnetic measurements, i.e. the local and global measurements, as being the input of the inverse problem. The local magnetic induction measurements are carried out using the needle probe method as described in (Abdallh & Dupré, 2010c), at several positions on the EI profile. Global measurements use the current and voltage measurements, i.e. no local measurements are performed.

In practice, the uncertainties of all geometrical model parameters of the EI core are magnetically of second order, except the values of the two air gaps, $g_1$ and $g_2$. The mean value of the $g_1$ is given by the manufacturer, however the mean value of the $g_2$ is the thickness of the spacer inserted between the E and I yokes. In this study, we use $g_2$ as 0 or 0.25 mm. It is assumed that the local or global measurements are corrupted by Gaussian noise with zero mean and a standard deviation of $\sigma_{n,local}$ or $\sigma_{n,global}$, respectively. Moreover, the standard deviations of the uncertain geometrical model parameters are denoted by $\sigma_{g_1}$ and $\sigma_{g_2}$.

9.2 Traditional inverse problem formulation

The three magnetic material parameters of the single-valued $B-H$ characteristic $\mathbf{u}_1 = [H_0, B_0, v]$, the five parameters of the Lorentzian distribution of the scalar Preisach model $\mathbf{u}_2 = [a, b, c, k_1, k_2]$, and the five loss parameters $\mathbf{u}_3 = [a_1, \alpha_1, b_1, c_1, d_1]$ are recovered using the inverse problem approach. The unknown parameter values can be retrieved by iteratively minimizing predefined objective functions. The objective functions are formulated as the quadratic difference between the measured and the simulated local magnetic induction.
Fig. 3. Schematic diagram of the studied EI electromagnetic core inductor.

at a specific condition.

\[ \tilde{u}_i = \arg \min_{\mathbf{u}} \Gamma(\mathbf{u}_i), \quad i = [1, 2, 3] \] (62)

where \( \tilde{u}_1, \tilde{u}_2 \) and \( \tilde{u}_3 \) are the ‘recovered’ magnetic material parameters of the single-valued B-H curve, the hysteretic characteristics and loss parameters, respectively.

In the following, we formulate four objective functions. The first and second objective functions are devoted for recovering \( u_1 \). The third and fourth objective functions are used for recovering \( u_2 \) and \( u_3 \), respectively.

1. First objective function:

The first objective function \( \Gamma_1 \) is implemented using the amplitude \( (i_k) \) of the \( k^{th} \) sinusoidal excitation current \( (k = 1, \ldots, K = 40) \) and the local magnetic induction measurements, at a fixed position as shown in Fig. 3:

\[ \Gamma_1(\mathbf{u}_1) = \sum_{k=1}^{K} \| B_s(i_k, \mathbf{u}_1) - B_m(i_k) \|^2_{\text{position } j} \quad j = [1, 2, \ldots, 5] \] (63)

with \( B_m(i_k) \) being the measured peak magnetic induction value of the \( k^{th} \) excitation current and \( B_s(i_k, \mathbf{u}_1) \) being the corresponding simulated local flux densities using the numerical model and the material parameter values \( \mathbf{u}_1 \).

2. Second objective function:

The second objective function \( \Gamma_2 \) is implemented using global measurements of the excitation current \( I \) and the voltage \( V \) of the excitation winding, where no local measurements are used. This global measurement gives rise to the flux density linked with the excitation winding:
\[
\phi_m(t) = \left(\frac{1}{N_1}\right) \left[ \int_0^t V(\tau) d\tau - R \int_0^t I(\tau) d\tau \right]
\]

with \(\phi_m(i_k)\) being the measured peak magnetic flux value of the \(k^{th}\) excitation current \((k = 1, \ldots, K = 40)\), and \(\phi_s(i_k, u)\) being the corresponding simulated value. \(N_1\) and \(R\) are the number of turns of the excitation winding \((N_1 = 356)\), and the resistance of the excitation coil \((R = 1.3 \text{ Ohm})\), respectively.

3. Third objective function:

The third objective function \(\Gamma_3\) is constructed as follows:

\[
\Gamma_3(u_2) = \sum_{l=1}^L \sum_{n=1}^T \left| b_{s,l}(t_n, u_2) - b_{m,l}(t_n) \right|^2_{\text{position } j} j = [1, 2, \ldots, 5]
\]

where \(b_{m,l}(t_n)\) is the measured magnetic induction value of the \(n^{th}\) time step \((n = 1, \ldots, T = 1000)\) for the \(l^{th}\) magnetization loop and \(b_{s,l}(t_n, u_2)\) is the corresponding simulated local flux densities using the numerical model.

4. Fourth objective function:

After recovering \(u_1\), the values of \(u_3\) are recovered \(a \text{ posteriori}\). Using a specific value of the frequency \(f\) considered in the iron loss measurements, which is not involved in the static computation mode, the iron loss \(P_{lp}\), in \(\text{W/kg}\), can be computed using (Equation 61). In order to calculate the overall iron loss of the electromagnetic device \(P_{\text{total}},\) in \(\text{W}\), the local iron loss \(P_{l,i}\) is multiplied by the mass of the EI inductor \(m_{EI}\), i.e. \(P_{\text{total}} = P_{lp} \times m_{EI}\). In order to identify the five parameters of the loss model \(u_3\), the following objective function is formulated:

\[
\Gamma_4(u_3) = \| P_{\text{total}}(u_3, \hat{u}_1, f) - P_m(f) \|^2
\]

with \(P_m\) being the measured iron loss of the EI core inductor.

9.3 A priori error estimation

Depending on the nature of the measurements that are used as input for the inverse problem, a certain resolution or accuracy of the recovered magnetic material parameter values is achieved (Abdalhl et al., 2011b). Possible measurements are local (on a specific part of the geometry) and global (whole considered geometry) magnetic measurements. These measurement modalities contain measurement noise which decreases the accuracy of the inverse problem solution. Additionally, the uncertainties of important model parameters, i.e. air gaps, influence the resolution. We assume here \(\sigma_{n,local} = \sigma_{n,global} = 0.025\) and \(\sigma_{g_1} = \sigma_{g_2} = 0.025\). Therefore, the sCRB method, presented in section 6.2, is used for selecting a priori the best measurement modality that results in the highest accuracy, taking into account the measurement noise and the geometrical uncertainties.

The optimum measurement modality follows the criterion that this modality has the minimum estimated uncertainty when using the sCRB technique. The prior uncertainty estimation can be implemented before carrying out the real experimental measurements.
Therefore, numerical experiments are carried out in the sense that the ‘numerical measurements’ quantities ($B_m$ or $\phi_m$) are ‘modeled’ as the output of the numerical direct model that has as input the following fictitious single-valued characteristics $u_{fic} = [100, 1.1, 8]$. The output is furthermore corrupted by Gaussian noise with zero mean and a standard deviation of $\sigma_n$, assumed as $\sigma_{n,local} = \sigma_{n,global} = 0.025$. The ‘numerical’ local magnetic induction measurements are carried out at the five different positions $P_1$ - $P_5$, shown in Fig. 3.

In fact, and for clarity, the selection process is done in two stages. The first stage aims at determining the optimum placement for carrying out the local measurements among the five different positions $P_1$ - $P_5$. The second stage aims at selecting the type of the measurement, i.e. global or local measurements. In the second stage, we compare the global measurements with the local measurements at the optimum position.

For the comparative issue, the estimated error ($EE$) is defined as the percentage estimated error in the recovered material characteristics $^9$ and is formulated as:

$$EE = \left| \frac{RMS_{BH}(u_{fic} + \sigma_{u,M})}{RMS_{BH}(u_{fic})} - 1 \right| \times 100\% \quad (68)$$

with $\sigma_{u,M}$ being the lower bound of the standard deviation of the unknown parameters obtained from the sCRB analysis, see (Equation 33). $RMS_{BH}$ is the root mean square of the $B$-$H$ curve, given by $RMS_{BH} = \sqrt{\sum_{k=1}^{K} \frac{B^2(H_k)}{K}}$.

### 9.3.1 Optimal needle placement

Table 1 shows the “theoretical” $EE$ values based on the sCRB due to the measurement noise and the uncertainty in $g_1$ and $g_2$. It is clear from this table that the local measurements carried out at position 2 ($P_2$) results in the best inverse problem results, and the local measurements carried out at positions 1 ($P_1$) and 5 ($P_5$) result in the worst inverse problem results. Also, Table 1 depicts that the $g_2$ is a more critical parameter than $g_1$. Similar results are obtained using a deterministic methodology based on first order sensitivity analysis, see (Abdallh et al., 2012a).

<table>
<thead>
<tr>
<th>Position</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) The $EE$ value due to $\sigma_n$ and $\sigma_{g_1}$</td>
<td>44.68</td>
<td>34.60</td>
<td>39.72</td>
<td>36.17</td>
<td>36.28</td>
</tr>
<tr>
<td>(b) The $EE$ value due to $\sigma_n$ and $\sigma_{g_2}$</td>
<td>50.94</td>
<td>43.91</td>
<td>51.62</td>
<td>44.90</td>
<td>44.72</td>
</tr>
</tbody>
</table>

Table 1. The $EE$ values based on the sCRB due to (a) the measurement noise and the uncertainty in $g_1$ ($\sigma_n = 0.025, \sigma_{g_1} = 0.025$), (b) the measurement noise and the uncertainty in $g_2$ ($\sigma_n = 0.025, \sigma_{g_2} = 0.025$).

### 9.3.2 Selection measurement modality

In this section, the sCRB is used for selecting the best measurement modality, i.e. global or local, that results in the best solution. We compare the inverse problem based on global

---

$^9$ It is worth mentioning that $EE$ can not be calculated in practice, because the knowledge of the sought-after parameters ($u$) is unknown. However, we use $EE$ in order to estimate the uncertainty in the inverse problem solution in a ‘qualitative’ way rather than a ‘quantitative’ way.
measurements, i.e. \( \Gamma_2 \), with the inverse problem based on the local magnetic induction, i.e. \( \Gamma_1 \), at position 2 (\( P_2 \)) because at this position the best results are observed. Table 2 shows the “theoretical” EE values based on the sCRB due to the measurement noise and the uncertainty in \( g_2 \). It is clear from this table that the inverse problem based on \( \Gamma_1 \) gives better results than the one based on \( \Gamma_2 \).

<table>
<thead>
<tr>
<th>Objective function</th>
<th>( \Gamma_1 )</th>
<th>( \Gamma_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>The EE value</td>
<td>43.91</td>
<td>53.24</td>
</tr>
</tbody>
</table>

Table 2. The EE values based on the sCRB due to the measurement noise and the uncertainty in \( g_2 \) (\( \sigma_n = 0.025, \sigma_{g_2} = 0.025 \)) for \( \Gamma_1 \) and \( \Gamma_2 \).

9.4 Traditional inverse problem

The magnetic properties of the magnetic material are recovered using the traditional formulation of the inverse approach. Traditional inverse problem means that no quantitative error reduction techniques are used, e.g. MPU or Bayesian techniques. Therefore, the value of \( g_2 \) is kept zero in order to eliminate the error initiates from the uncertainty in its value.

9.4.1 Identification of the single-valued \( B-H \) curve

In order to validate experimentally the results obtained from the sCRB analysis, three ‘traditional’ inverse problems are solved. The local magnetic induction measurements at position 1 (\( P_1 \)) and position 2 (\( P_2 \)) are used for the first two inverse problems. The third inverse problem is solved starting from the global measurements.

Fig. 4 shows the recovered \( B-H \) curve, using the measured signals at \( P_1 \) and \( P_2 \) and the global measurements compared to the actual \( B-H \) characteristic\(^{10}\). It is clear that the recovered characteristic based on measurements at \( P_2 \) is much closer to the actual \( B-H \) characteristic than the recovered characteristic based on measurements at \( P_1 \). Moreover, it is also clear that the recovered characteristic based on the local measurements at \( P_2 \) is better than the one based on the global measurements. The values of the recovered parameters compared to the actual values are also shown in Fig. 4. These results validate the sCRB theoretical results.

9.4.2 Identification of the hysteretic characteristics

In order to recover the hysteretic characteristics, the ‘traditional’ inverse problem based on (Equation 62) and (Equation 66) is solved. For simplicity, and the best results, we solve the inverse problem based on the local measurements carried out at position 2 (\( P_2 \)). Fig. 5 shows the recovered hysteresis loops of the EI core inductor material using the proposed inverse problem method, compared to the actual magnetic hysteresis loops. A good correspondence between the measured hysteresis loops on the fully wound magnetic ring core, and the recovered one is observed.

\(^{10}\) The actual magnetic characteristics were measured on the fully wound magnetic ring core made from the same material as the material of the EI core inductor, \( u^*_1 = [292.03, 1.35, 11.99] \), \( u^*_2 = [124.99, 38.01, 504.08, 1.89, 5.15] \), \( u^*_3 = [0.0351, 1.671, 7.2557e^{-4}, 0, 0] \).
9.4.3 Identification of the loss parameters

After retrieving the values of \( \tilde{u}_1 \), an \textit{a posteriori} inverse problem, based on (Equation 62) and (Equation 67), is solved for the identification of the loss parameters of the EI core material.

For simplicity, and due to the fact that the excess loss is absent in the studied material \( c_1, d_1 = 0 \) in (Equation 61), we restrict ourselves only to the identification of the first three parameters in \( u_2 \). Fig. 6 shows the reconstructed loss characteristics of the EI core material, for different
frequency and magnetic induction levels, compared to the actual loss characteristics. Again, a good correspondence is observed. It is clear from Fig. 6 that the original grade of the EI core material at 1.5 T is 7.5 W/kg, however, the estimated one at 1.5 T is 7.15 W/kg.

9.5 Error reduction

In this section, the error originating from the uncertain geometrical model parameters is decreased by implementing the proposed MPU technique presented in section 7.1. Furthermore, a Bayesian approximation error approach, presented in section 7.2, is utilized for the error reduction when a coarse model is used in the inverse problem.

9.5.1 MPU inverse problem formulation

Due to the fact that $g_2$ is the most critical geometrical parameter, we use the MPU technique for reducing the error originating only form the uncertainty in the value of $g_2$. The traditional objective function $\Gamma_1$ is reformulated as follows:

$$ \Gamma_{1, MPU}(\mathbf{u}) = \sum_{k=1}^{K} \left| \mathbf{B}_s(\mathbf{u}, g_2) + \alpha \left( \frac{\partial \mathbf{B}_s(\mathbf{u}, g_2)}{\partial g_2} \right) - \mathbf{B}_m \right|^2_{(g_2 = g_2^*, \text{ position } 2)} $$

(69)

with constant $\alpha$. $g_2^*$ is the value of $g_2$ used in the forward model. It is possible to make an approximation of the Taylor coefficient if many measurement samples are available so as to make a linear fitting between the vector $(\mathbf{B}_m - \mathbf{B}_s(\mathbf{u}, g_2))$ and vector $(\frac{\partial \mathbf{B}_s(\mathbf{u}, g_2)}{\partial g_2})$. When minimizing the objective function (Equation 69), a path (parameter values $\mathbf{u}(j)$ for the $j^{th}$ iteration) is followed that is minimally affected by the uncertainties. Indeed, a linear forward model, i.e. $\mathbf{B}_s(I_k, \mathbf{u}, g_2) + \alpha \left( \frac{\partial \mathbf{B}_s(I_k, \mathbf{u}, g_2)}{\partial g_2} \right)$, is used with the incorporation of the dependence to the uncertain parameter values and with the estimate of the uncertainty ($g_2$).
Fig. 7. The recovered $B$-$H$ curves based on the traditional and the MPU techniques compared to the original characteristics, for the experimental validation of the proposed technique on the EI core inductor application, ($g_2 = 0.25$ mm).

In order to validate ‘experimentally’ the proposed MPU technique, two inverse problems (traditional and MPU) are solved starting from real measurements. The local magnetic induction is measured, at $P_2$, for $K = 16$ sinusoidal excitation current values $I = [0.5, 1, 1.5, \ldots, 8]$ A, and for $g_2 = 0.25$ mm. The value of $g_2$ is taken from the thickness of the inserted solid spacer between the E- and I-yokes. The inverse problems in the traditional and MPU formulation are solved yielding two recovered $B$-$H$ curves. These $B$-$H$ curve results are compared with the original $B$-$H$ curve. Fig. 7 depicts the recovered $B$-$H$ curves based on the traditional and the MPU techniques compared to the original characteristics, for $g_2 = 0.25$ mm. It is clear from Fig. 7 that the MPU technique results in a more accurate recovered characteristics compared to the traditional inverse problem.

9.5.2 Bayesian approximation error approach

In all results presented above, we use a high fidelity model of the EI core, i.e. 3D finite element model with very fine mesh discretizations. However, this model is very time consuming. One may reduce the burden of the inverse problem by incorporating a relatively faster but not accurate coarse model. Using the Bayesian approximation error approach, presented in section 7.2, it is possible to reduce the error initiated from incorporating a coarse model instead of a fine model in the inverse problem.

For the sake of the comparison, we build three computer models: a very fine model based on 3D-FE with fine mesh discretizations ‘model-a’, a moderate fine model based on 3D-FE with coarse mesh discretizations ‘model-b’, and a coarse model based on a magnetic reluctance network ‘model-c’ in a similar way as presented in (Cale et al., 2006). Here, we consider ‘model-a’ as the fine model, however, the other two models, i.e. ‘model-b’ and ‘model-c’, are considered as ‘relatively’ coarse models.
Fig. 8. The recovered $B-H$ curve using the two inverse problems based on the traditional Bayesian approach ‘no modeling error compensation’ and the Bayesian approximation error approach ‘with modeling error compensation’ for the models-b and c, and the recovered characteristics for model-a, compared to the actual characteristics, ($g_2 = 0$).

The value of $g_2$ is kept zero in order to eliminate the modeling uncertainty caused by the uncertain value of $g_2$, as previously explained. The local magnetic induction measurements at position 2 ($P_2$) are used as the input of the inverse problem.

In order to represent the modeling error between the fine and the coarse model stochastically, the procedure presented earlier in section 7.2.1 is used. $Z$ hypothetical values of $u$ are generated using the Latin hypercube sampling technique (Viana et al., 2010). $Z$ forward fine and coarse model computations are solved, and their responses ‘local magnetic induction measurements’ (i.e. $B_s$) are compared.

Different inverse problems are solved, with the assumption$^{11}$ of $e_n = 0$, for each computer model. Then, the identified magnetic characteristics (single-valued $B-H$ curve) are compared. For model-a, only one inverse problem is solved based on the traditional Bayesian approach, (Equation 56). However, for models-b and c, four inverse problems are solved, two for each computer model. The first inverse problem is based on the traditional Bayesian approach, (Equation 56), in which the modeling error is not compensated. While, the other inverse problem is based on the Bayesian approximation error approach, (Equation 58), in which the modeling error is compensated.

Fig. 8 illustrates the solution of the five inverse problems compared to the original characteristics. It is clear from Fig. 8 that the inverse problem based on (Equation 58) gives better results compared to the one based on (Equation 56) for both relatively coarse models. Of course, model-b results in a better solution compared to model-c due to the fact that model-c

$^{11}$ This assumption is reasonable because the local magnetic induction measurements contain only a very limited amount of noise. In addition, this small measurement noise is difficult to quantify precisely in practice.
is coarser than model-b. The results presented in this section validate ‘experimentally’ the proposed approach.

10. General discussion

In the previous sections, we applied the proposed inverse procedure for identifying the properties of the magnetic material inside an electromagnetic device (EI core electromagnetic inductor). The recovery error is ‘qualitatively’ estimated using the Cramér-Rao lower bound technique. Moreover, two different techniques are shown for a ‘quantitative’ reduction in the recovery error. The MPU technique ‘iteratively’ adapts the objective function to be minimized with respect to the uncertain model parameter. The Bayesian approximation error approach is used for compensating the modeling error originated from simplification of the mathematical model.

We are convinced that the stochastic Cramér-Rao bound method is the crucial part in the proposed methodology; it is fast, accurate and gives a better ‘qualitative’ view for the inverse problem results. Indeed, it neither depends on the fictitious parameter values, nor the accuracy of the used mathematical model. Moreover, it can be applied \textit{a priori} (before solving the real inverse problem). The two other ‘relatively time consuming’ techniques, i.e. MPU and the Bayesian approximation error, are important for a ‘quantitative’ reduction of the recovery error. In fact, the three techniques, i.e. CRB, MPU and Bayesian, are not competitive techniques. Rather, they are integrative techniques. Also, it is worth mentioning that the ‘true’ values of the magnetic material properties are not needed in the identification procedure, we use it here only for validating the inverse procedure. All results presented using the three techniques are consistent.

In general, we think that the inverse problems based on local magnetic measurements are better than that based on global magnetic measurements or mechanical measurements, i.e. torque measurements in rotating electrical machines (Abdallh et al., 2011b). In practice, the local measurement should be carried out in regions with less stray fields, e.g. far from the excitation sources, sample edges and air gap (Abdallh & Dupré, 2010b). Also, the sensors should be precisely positioned and calibrated (Abdallh & Dupré, 2010c). The optimal number of sensors can be determined using the CRB technique, or using a special selection procedure, based on the presented MPU technique, such as the one presented in (Yitembe et al., 2011).

The most accurate knowledge about the model parameters increases the accuracy of the inverse problem. However, it is not essential to know precisely the values of the model parameters. MPU technique can be used for reducing the error of the uncertainties in these model parameters provided that the sensitivity analysis with respect to these model parameters can be calculated. Furthermore, coupling the measurements with the most accurate fine ‘time demanding’ model results in the best recovery solution. Again, the Bayesian approximation error approach can be used for reducing the modeling error when a ‘time efficient’ coarse model is incorporated in the inverse procedure, provided that a stochastic modeling error is existed.

Although we applied, in this chapter, the proposed methodology for the identification of the magnetic material inside relatively large scale industrial applications, such as the considered EI electromagnetic core inductor, the inverse procedure can be used also in small scale applications, such as the reconstruction of magnetic nanoparticles (Crevecoeur et al., 2012).
Also, the inverse procedure can be used for nondestructive magnetic evaluation of defects in magnetic materials (Durand et al., 2006).

11. Conclusions

An efficient coupled experimental-numerical inverse problem is proposed for characterizing the properties of a magnetic material. The proposed methodology is capable of estimating a priori the error in the inverse problem solution. This a priori 'qualitative' error estimation takes into account the measurement noise and the uncertainties in the model parameters in a stochastic framework based on the Cramér-Rao lower bound technique. Moreover, a deterministic method based on the sensitivity analysis is presented for reducing 'quantitatively' the error due to the uncertainties in the model parameters. Furthermore, the stochastic Bayesian approach is adapted in order to reduce the error in the inverse problem solution present when a coarse model is used. The complete procedure of the presented inverse problem methodology ensures not only the optimum experimental design but also the best numerical scheme. The proposed methodology is applied for identifying the magnetic properties of a magnetic material inside an EI electromagnetic core. The methodology is tested numerically and validated experimentally. The obtained results reveal the success and the reliability of the proposed scheme, which can be used for any other application. Finally, the main advantage of the proposed procedure is that it offers an efficient and consistent framework for the magnetic material characterization using the coupled experimental-numerical inverse problem approach. To our knowledge, it is the first time to propose a complete inverse problem procedure for identifying the properties of magnetic materials. On the other hand, it is the case that the proposed methodology is much more time consuming compared to the direct identification techniques based only on measurement results. However, this is the 'cost' that is needed for the 'non-destructive' identification of a magnetic material inside a complex geometry. Further research will focus on solving stochastic inverse problems in order to identify more magnetic material properties.
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