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1. Introduction

Proteins and enzymes poses a non-covalent 3D structure and therefore their intrinsic flexibility allows the existence of an ensemble of different conformers which are separated by low-energy barriers. These ranges of available conformers for proteins in solution are due to the relative movements among the different domains. Domain motions are important for a variety of protein functions, including catalysis, regulation of activity, transport of metabolites, formation of protein assemblies, and cellular locomotion.

Considering the importance of these conformational changes it is obvious that the different techniques to evaluate these behaviours are very important in order to understand the biological effects. In the present chapter we report molecular dynamics (MD) trajectories analyzed by essential dynamics method on three different molecular systems of biological interest: i) DNA-bending protein Fis (Factor for Inversion Stimulation), ii) DNA-tvMyb1 (Trichomonas vaginalis transcriptional factor) and iii) the BACE1 (β-site amyloid cleaving enzyme 1). Although the general structural characteristics for the above systems are well known, comparatively little information is available about their flexibility and dynamics. This is in part due to difficulties with obtaining such information experimentally. Thus, our primary interest was the comparison between the unligated and the complexed state, because the corresponding conclusions may reveal motions of functional relevance.

2. Methodology

2.1 Molecular dynamics simulations

Twenty-nanoseconds MD simulations were performed for the three systems under study (Fis-protein, DNA- tvMyb1 protein and BACE1 enzyme) in order to relax and investigate the dynamical behaviour of these systems. All the simulations were performed by using the
Amber program (Case et al., 2008). The crystal structure for each system was obtained from the Protein Data Bank (PDB) and such structures were used as the initial model for the different dynamics simulations. The PDB entries were 3IV5, 2KDZ and 1M4H for the DNA-bending protein Fis, DNA-tvMyb1 and BACE1, respectively. An all atom force field was taken from FF99SBild (Lindorff-Larsen et al., 2010) for the protein and FF99scs0 (Perez et al., 2007) for the DNA.

Each system was soaked in a truncated octahedral periodic box of TIP3P water molecules. The distance between the edges of the water box and the closest atom of the solutes was at least 10Å. Counterions were added to neutralize the charge of the systems. The entire system was subject to energy minimization in two stages to remove bad contacts between the complex and the solvents molecules. First, the water molecules were minimized by holding the solute fixed with harmonic constraint of strength 100 kcal/molÅ$^2$. Second, conjugate gradient energy minimizations were performed repeatedly four times using positional restraints to all heavy atoms of the receptor with 15, 10, 5 and 0 kcal/molÅ$^2$. The system was then heated from 0 K to 300 K in 300 ps and equilibrated at 300 K for another 200 ps. After the minimization and heating, 20 ns dynamics simulations were performed at the NPT assemble (temperature of 300 K and pressure of 1 atm). During the minimization and MD simulations, particle mesh Ewald (PMD) method was employed to treat the long-range electrostatic interactions in a periodic boundary condition. The SHAKE method was used to constrain hydrogen atoms, allowing a time step for all MD is 2 fs. The direct space non bonded cut-off was of 8Å and initial velocities were assigned from a Maxwellian distribution at the initial temperature.

2.2 Essential dynamics

The essential dynamics (ED) method also called Principal Component Analysis (PCA) (Amadei et al., 1993), was used to extract the dimensional subspace in which all biologically relevant motions occur (the so-called essential subspace)( De Groot et al., 1996).

The ED method is based on the diagonalization of the covariance matrix built from atomic fluctuations in a trajectory from which the overall translation and rotations have been removed:

$$
C_{ij} = \langle (X_i - X_i,0)(X_j - X_j,0) \rangle
$$

(1)

In which $X$ are the separate $x$, $y$, and $z$ coordinates of the atoms fluctuating around their average positions $X_{i0}$. $\langle ... \rangle$ represent the average time over the entire trajectory. Here, to construct the protein covariance matrix we have used $C_\alpha$ atom trajectory. Indeed, it has been shown that the $C_\alpha$ atom contains all the information for a reasonable description of the protein large concerted motions (Amadei et al., 1993). Upon the covariance matrix diagonalization a set of eigenvalues and eigenvectors was obtained. The motions along a single eigenvector correspond to concerted fluctuations of atoms. On the other hand, the eigenvalues represent the total mean square fluctuation of the system along the corresponding eigenvectors.

2.3 Collective movements

To examine domain motions in a protein we calculated the cross-correlation (normalized covariance) matrix, $C_{ij}$, of the fluctuations of each $x$, $y$ and $z$ coordinates of the $C_\alpha$ atoms.
from their average during the last ten nanosecond of the simulation. The displacement vectors $\Delta r_i$ and $\Delta r_j$ of atoms $i$ and $j$, the matrix, $C_{ij}$ is given by (Ichiye & Karplus, 1991):

$$ C_{ij} = \frac{\langle \Delta r_i \times \Delta r_j \rangle}{\left( \langle \Delta r_i^2 \rangle \langle \Delta r_j^2 \rangle \right)^{1/2}} $$

(2)

Where $\Delta r_i$ is the displacement from the mean position of the $i$-th atom and the angle in brackets represent the average time over the entire trajectory. The elements of the cross-correlation matrix take values from -1 to 1. Positive values of $C_{ij}$ represent a motion in the same direction between atoms $i$ and $j$, and negative $C_{ij}$ values represent a motion in the opposite direction. When $C_{ij}$ is close to zero, the atomic motions are uncorrelated, and their movements are random compared to each other.

PCA was carried out using the PCAZIP software (Meyer et al., 2006). Geometrical analysis was performed using the ptraj module in AmberTools (Case et al., 2008).

### 2.4 Binding energy decomposition

The MM-GBSA method (Kollman et al., 2000) was applied to the last ten nanosecond of simulation and was used within the one-trajectory approximation. Briefly, the binding affinity for a complex corresponds to the free energy of association written as:

$$ \Delta G_{\text{bind}} = G_{\text{complex}} - \left( G_{\text{receptor}} - G_{\text{ligand}} \right) $$

(3)

In MM-GBSA protocol, the binding affinity in equation (3) is typically calculated using

$$ \Delta G = \Delta E_{\text{MM}} + \Delta G_{\text{solv}} - T \Delta S $$

(4)

Where $\Delta E_{\text{MM}}$ represents the change in molecular mechanics potential energy upon formation of the complex, calculated using all bonded and non bonded interactions. Solvation free energy penalty, $\Delta G_{\text{solv}}$, is composed of the electrostatic component ($G_{\text{GB}}$) and a nonpolar component ($G_{\text{NP}}$):

$$ \Delta G_{\text{solv}} = \Delta G_{\text{GB}} + \Delta G_{\text{NP}} $$

(5)

$G_{\text{GB}}$ is the polar solvation contribution calculated by solving the GB equation. Dielectric constants of 1 and 80 were used for the interior and exterior, respectively.

The hydrophobic contribution to the solvation free energy, $\Delta G_{\text{NP}}$, is estimated using the equation:

$$ \Delta G_{\text{NP}} = \alpha \text{SASA} + \beta $$

(6)

Where SASA is the solvent-accessible surface area computed by means of the Linear Combination of Pairwise Overlap (LCPO) method (Onufriev et al., 2000) with a solvent probe radius of 1.4 Å. The surface tension proportionality constant $\alpha$ and the free energy of
non polar solvation for a point solute $\beta$ were set to its standard values, 0.00542 kcal/(mol·Å²) and 0.92 kcal/mol, respectively (Sitkoff et al., 1994).

3. Results and discussion

3.1 Fis-protein

DNA-binding proteins can broadly be divided into those that recognize their DNA-binding sites with high sequence discrimination and those that bind DNA with little or no obvious sequence preference (Stefano et al., 2010). Examples of the latter class are the nucleoid-associated proteins Fis (Factor for Inversion Stimulation), IHF, UH, and H-NS in eubacteria, chromatin-associated proteins like the HMGB family, and histones in eukaryotes.

Fis protein participates in a wide array of cellular activities such as modulation of DNA topology during growth, (Schneider et al., 1997, 1999) regulation of certain site-specific DNA recombination events, (Betermier et al., 1989; Dorgai et al., 1993; Finkel & Johnson, 1992; Johnson et al., 1986; Kahmann et al., 1985; Weinreich & Reznikoff, 1992) and regulation of the transcription of a large number of genes during different stages of growth, (Kelly et al., 2004; Xu & Johnson, 1995) including ribosomal RNA and tRNA genes and genes involved in virulence and biofilm formation (Bosch et al., 1990; Ross et al., 1990; Falconi et al., 2001; Goldberg et al., 2001; Prosseda et al., 2004; Sheikh et al., 2001; Wilson et al., 2001). In addition, Fis protein can affect various biological processes involved in site-specific DNA recombination, DNA replication, or transcription (Drlica & Rouviere-Yaniv, 1987; Finkel & Johnson, 1992; Schmid, 1990). In some cases, two or more proteins may cooperate in the same process. For example, Fis and HU participate in Hin-mediated DNA recombination (Johnson et al., 1986) and Fis and IHF aid in promoting site-specific recombination of $\lambda$ DNA (Ball & Johnson, 1991; Johnson et al., 1986; Schneider et al., 1997; Thompson et al., 1987). In other cases, these proteins can play opposing roles, as with Fis and H-NS on transcription of $hns$ (Falconi et al., 1996) or IHF and Fis on transcription of $fis$ (Pratt et al., 1997).

Regarding the structural aspects, Fis protein is a homodimer composed of two identical 98 amino acid subunits where each Fis subunit contains a $\beta$-hairpin (residues 11 to 26) followed by four $\alpha$-helices (A, B, C, and D) separated by short turns, forming a helix-turn-helix (HTH, residues 74-95) DNA binding motif. Actually it is accepted that Fis protein is joined to non-specific DNA sequences.

The flexion produced by these proteins in the DNA helices increment the phosphate groups that interacting at the protein flank. The bending of DNA chain is produced because there are two contacts regions between Fis protein and DNA. One is practically fixed during the bending process, while the other slides along the DNA chain. This causes DNA to bend and the twist motions of DNA helix allows the DNA base pair step motions. It appears that there are two different kinds of motions induced by the protein–DNA binding processes. One is the bending or unzipping proceeding along the DNA helical axis, and the other is mainly the base pair opening process which is in the direction orthogonal to the helical axis.

The deviation of the simulated dynamic from the crystal structure was monitored by the temporal evolution of the root-mean-square deviation (RMSD) of $C_\alpha$ atoms. This analysis provides a measure of the structural drift from the initial coordinates as well as the atomic fluctuation over the course of an MD simulation. Most large-scale changes in the overall
RMSD $C_\alpha$ occurred within 7 ns. From this point, our results indicate that the molecular system is equilibrated and therefore we analysed the last 10 ns of simulation. The value obtained for the RMSD of unligated and complexed forms were 2.40(0.41) and 1.55(0.28) respectively, for the mean value and the standard deviation.

The local protein mobility was analyzed by calculating the average $C_\alpha$ $\beta$-factors of unligated and complexed Fis-protein and compared with those values previously reported for the crystal. The $\beta$-factors determine the atomic fluctuation in a protein giving information about the flexibility of such structure.

Regarding figure 1a it might be observed that the $\beta$-factors obtained for the unligated Fis protein are very similar to those from the experimental data except in determined regions. These regions comprise those amino acids involved in turns, loops and the $\alpha_1D$ y $\alpha_2D$ helixes.

Figure 1b gives the $\beta$-factors analysis for DNA bounded Fis-protein. It can be seen that residues 89-91 and 92-102 show a high mobility because they correspond to the terminal residues of the first subunit and the initial residues of the second one, respectively. With respect to the rest of the regions only small differences are observed and these slight differences might be due to the restricted motion in the crystal.

![Fig. 1. Thermal factor analysis. MD (red line), experimental (black line).](image)

To analyze the internal motions figure 2 displays the eigenvalues obtained from the diagonalization of the covariance matrix of the atomic fluctuations ranked in a decrement order. The two first eigenvalues represent about 58% and 60% of the collective movement for the unligated and complexed forms, respectively; whereas the last eigenvalues correspond to the small-amplitude vibrations.

In order to evaluate the collective movement, which is determined by the first eigenvector, we projected the last ten ns of the trajectory on the first two eigenvectors. From this resulting trajectory it is possible to calculate a new root-mean-square fluctuation (RMSF) for each residue in order to visualize which residues are the responsible for such movement. Figure 3 shows the RMSF obtained for each residue projected on the first eigenvector for the unligated and complexed forms of Fis protein. The HTH motifs in both subunities displayed a higher mobility at the unligated forms with respect to the complexed form of Fis protein. This is a logical behaviour considering that the HTH motifs are the regions for the binding to DNA. The presences of DNA makes
the HTH motifs much more rigid and increase the mobility in the loops 40-49, 51-64 (subunit 1) and 58-70 (subunit 2) as well as in the helices α2B.

Fig. 2. Comparison between the eigenvalues with the corresponding eigenvector indices obtained from the Ca covariance matrix.

Fig. 3. Residue displacement in the subspace spanned by the first eigenvector. Unligated (black line) and complexed (red line).

Figure 4 gives the movement described the first eigenvector. The red porcupine needles indicate the direction of displacements of motions whereas the size of the needle is proportional to the amount of each displacement. This situation allows us to observe in which direction are moving the previously discussed domains. In short the α1D and α2D domain, which are the mainly responsible of the DNA recognition, are moving in opposite directions (negatively correlated). In addition the α1D domain displayed a higher mobility in comparison to α2D domain. Thus, we can argue that the DNA is gliding by one of the binding regions (HTH motifs whit high mobility), whereas the other binding region is keeping fixed during the flexion process of DNA (HTH with low mobility).

To study the interdomain motions of the residues that make up the dimmer, we examined the correlated maps for the unligated and complexed forms of Fis-protein. Figures 5 a and b display the Dynamics cross-correlation map (DCCM) among the Cα atoms calculated from the MD simulations for the complexed and unligated Fis-protein, respectively. In both cases, unligated and complexed form, the movements are negatively correlated indicating an
expansion and contraction for the binding site located between the HTH motifs of each subunity. On the basis of our results it seems reasonable to argue that this movement is the responsible of DNA flexion.

Figure 6 gives the interaction binding energy decomposition by residue obtained for the complexed Fis protein. In this figure the strength of each interaction might be very well appreciated. Our results are in an almost complete agreement with those reported by Stefano et al. showing that Thr75, Asn73, Gln74, Arg76, Ile83, Asn84, Arg85, Thr87 and Arg89 makes the major contribution for the binding of DNA with Fis protein. It should be noted that only Lys90 is missing in our results in comparison to the experimental data (Stefano et al., 2010).

![Porcupine plots](image1)

Fig. 4. Porcupine plots obtained for the unligated (a) and complexed (b) forms of Fis protein.

![Cross-correlation matrix](image2)

Fig. 5. Cross-correlation matrix obtained for the fluctuations of unligated (a) and complexed (b) forms of Fis protein.
3.2 tvMyb1 transcriptional factor

The transcription regulator tvMyb1 was the first Myb family protein identified in Trichomonas vaginalis (T. vaginalis), a flagellated protozoan parasite of humans, causative agent of trichomoniasis, the most common non-viral sexually transmitted infection worldwide (WHO, 1995). T. vaginalis infection may cause adverse health consequences, including preterm abort and pelvic inflammatory disease in women, as well as infertility and increased incidence of human immunodeficiency virus transmission in women and men (Cotch et al, 1997; Laga et al., 1993; Martinez-Garcia et al., 1996; Moodley et al., 2002; Sherman et al., 1987; Sorvillo et al., 1998).

T. vaginalis as other pathogens requires iron for its metabolism. This cation is essential for its growth in the human vagina, where the iron concentration is constantly changing through the menstrual cycle. Iron also favours the adherence of the parasite to vaginal epithelial cells, metabolism and multiplication in culture (Gorrell, 1985; Lehker and Alderete, 1992). In spite of the high prevalence of trichomoniasis and the complications associated with the disease, T. vaginalis remains one of the most poorly studied parasites with respect to virulence properties and pathogenesis.

Myb proteins contains DNA-binding domains composed of one, two or three repeated motifs (called R1, R2 and R3 respectively) of approximately 50 amino acids, surrounded by three conserved tryptophan residues (Lipsick, 1996). These tryptophans play a role in the folding of the hydrophobic core of the Myb domains, and are generally conserved in all Myb protein. This hydrophobic core generates the helix-turn-helix (HTH) structure of the DNA-binding domain (Sakura et al., 1989). These HTH motifs recognize the major groove of the target DNA sequences.

Recently, Lou et al. reported the structural basis for the tvMyb$_{35-141}$/DNA interaction investigated using nuclear magnetic resonance, chemical shift perturbations, residual dipolar couplings, and DNA specificity (Lou, 2009). In addition, these authors showed that the tvMyb$_{35-141}$ fragment is the minimal DNA-binding domain encompassing two Myb-like DNA-binding motifs designated as R2 and R3 motifs. Both R2 and R3 motifs consists of three helices adopting a HTH conformations. Both motifs are connected by a long loop.
published experimental data indicates that the orientation between R2 and R3 motifs dramatically changes upon DNA binding through a number of key contacts involving residues in helices 3 and 6 to the DNA major groove.

A useful method monitoring the flexibility of a protein is the order parameter S² (Peter et al. 2001; Showalter et al. 2007). This normalized autocorrelation function related to the protein N-H bound vector were evaluated from the equilibrium averaged MD trajectories. S² gives a measure of the system flexibility, being 1 in a completely rigid system or zero for total flexibility where all the possible conformations are sampled. Figure 7 shows that the calculated S², during the last ten ns of simulation, for both complexed and unligated forms of the tvMyb1 protein. This figure is in agreement with those obtained from the NMR measurements (Lou et al., 2009). On the basis of such similitude we can argue that the simulated system follows the same trend to that observed from experimental data.

The S² obtained for the R2 (residues 40-80) domain are 0.74 and 0.79 for the complexed and unligated structures, whereas the S² obtained for the R3 domain (residues 92-135) in are 0.81 and 0.74 for the complexed and unligated forms, respectively. From these results it might be argue that the R2 of the unligated structure is more rigid than the R2 motif of the complexed form. In turn, the R3 domain of complexed structure is somewhat rigid with respect to the unligated form.

Figure 8 displays the eigenvalues obtained from the diagonalization of the covariance matrix of the atomic fluctuations ranked in a decrement order. The two first eigenvalues represent about 60% and 65% of the collective movement for the unligated and complexed forms, respectively.

In order to analyse which residues are the responsible of the different movements, we calculate the root-mean-square fluctuation (RMSF) from the equilibrated trajectory. Figure 9a shows the RMSF for each residue projected on the first eigenvector for the unligated and complexed forms of tvMyb1 protein. In this figure it is possible to observe that residues 83-90 on the unligated form show higher fluctuation with respect to that observed for the same residues at the complexed form, the same trend was observed for residues 117-130. In contrast, residues 96-101 display in the complexed form a higher fluctuation than that observed in unligated form.

Fig. 7. tvMyb1 backbone N-H bond order parameter profiles from the last 10 ns of trajectory. Complexed form (red circles) and unligated form (black circles).
Figure 9b shows the RMSF for each residue projected on the second eigenvector. In this figure it might be observed that there is not a significant difference in the R2 domain. However residues 79-86 in the unligated form displayed higher flexibility in comparison to the complexed form. On the other hand residue 93-96, 99-104 and 119-121 are more flexible in the complexed form with respect to the unligated form.

![Eigenvector index vs. Autovalues](image1)

**Fig. 8.** Eigenvalues plotted against the corresponding eigenvector indices obtained from the Ca covariance matrix.

![Residue displacement](image2)

**Fig. 9.** Residue displacement in the subspace spanned by the first eigenvector (a) and the second eigenvector (b). Unligated and complexed forms are denoted in black and red lines, respectively.

![Cross-correlation matrix](image3)

**Fig. 10.** Cross-correlation matrix obtained for the fluctuations of unligated (a) and complexed (b) forms of tvMyb1 protein.
Fig. 11. DNA-tvMyb1 protein residue interaction spectrum. The y-axis denotes the interaction energy between the inhibitor and specific residues.

To better understand the relationship between R2 and R3 domains, we plotted the cross correlation maps for complexed and unligated forms of the tvMyb1 protein (figure 10). Figure 10a gives the cross correlation map obtained for the unligated form. In this figure we can observe that R2 domain (approximately residues 44-72) move in a negatively correlated direction with the R3 domain (approximately residue 97-134). Whereas the H4 and H5 (residues 96-112) move in a positively correlated direction in conjunction with H6 (residues 118-134) in the R3 domain. Figure 10b shows the same behaviour for the complexed form but it should be noted that in this case this movement is somewhat attenuated.

The interaction binding energy decomposition by residue, obtained for the complexed tvMyb1 protein, is show in Figure 11. Our results indicate that residues Lys35, Arg71, Arg74 (R2 domain), residue Arg86 (loop L1), and residues Pro89, Asn110, Lys114, Asn123, Arg125, Arg127 and His134 (R3 domain) makes the strongest interactions with the DNA molecule showing that our theoretical results are in agreement with the reported experimental data (Lou, 2009).

3.3 BACE1 enzyme

An estimated of 24 million people Worldwide have dementia, the majority of whom are thought to have Alzheimer's disease. The two core pathological hallmarks of Alzheimer's disease are amyloid plaques and neurofibrillary tangles. The amyloid cascade hypothesis suggests that deposition of amyloid β (Aβ) triggers neuronal dysfunction and death in the brain.

Aβ42 induces neuronal lipid peroxidation and protein oxidation in vivo and in vitro, possibly by generating radicals (Butterfield, 2001, 2003; Hensley et al., 1995) (78–80). Although the neurotoxicity of Aβ42 is related to the generation of H₂O₂ (Behl et al., 1994) (81) the chemistry involved in generating the oxidation products via Aβ remains unclear. The Aβ is generated from the amyloid precursor protein (APP) rupture by two proteases: β-site amyloid cleaving enzyme and γ-site amyloid cleaving enzyme (γ-secretase). Thus, β-secretace and γ-secretase are attractive targets for the treatment of AD.
**β-secretase**, also known as BACE1 (Vassar et al., 1999), memapsin-2 (Lin et al., 2000) and Asp 2 is a membrane-anchored member of the aspartyl protease family of hydrolytic enzymes (Lin et al., 2000). In addition to the active site, some proteolytic enzymes contain additional binding pockets, termed exosites, which engage substrates at locations distal to the active site (Krishnaswamy & Betz, 1997; Maun et al., 2003). These binding pockets on some proteolytic enzymes can act as allosteric regulators of the enzyme activity through conformational changes to the active site, in order to cause an augmentation or diminution of the enzyme’s catalytic reactivity (Kornacker et al., 2005). While exosites were reported for serine and cysteine proteases, few examples of exosites have been reported for aspartyl proteases (Kornacker et al., 2005). Recently, we have reported the location for the exosite of BACE1 enzyme (Gutierrez et al., 2010). Considering that this exosite is structurally different to the catalytic site, the features of molecules occupying such exosite could be structurally different to the known mimetic peptides. Thus, molecules possessing the ability to bind to this exosite could be an alternative way to design new and selective inhibitors for the BACE1 enzyme. Here we report how is modified the dynamics behaviour of this enzyme by the presence of an inhibitor in the exosite.

The flexibility of the free BACE1 enzyme has already been reported by Caflisch et al. and by Chakraborty et al. and our simulations are in agreement with these previously reported results. Figures 12a and b gives the experimental and calculated β-factors obtained from the last 10 ns of simulation for free and complexed enzyme, respectively. In both Figures it is possible to appreciate the same general trend. However, in the complexed enzyme the mobility is reduced with respect to free enzyme, due to the presence of the inhibitor.

![Fig. 12. Thermal factor analysis. MD simulations (red line), experimental data (black line).](image)

In the free and complexed form of BACE1 enzyme it is possible to appreciate different regions with significant mobility. The most representatives are: the 10s loop (residues 9-14), located between two strands at the bottom of the S3 sub pocket; the β-harpin flap (residues 67-77); the A loop (residues 158-167); the F loop (residues 311-318) and D loop (residues 270-273). It is noteworthy to note that the 10s loop, β-harpin flap, A loop loop and F are part of the catalytic cavity.

Figure 13 shows the eigenvalues obtained from the diagonalization of the covariance matrix. Comparing the two models this plot indicates that the presence of the inhibitor in the complexed enzyme decreases the first two eigenvalues drastically with respect to the free form, in accordance with the results shown in Figure 1a) and 1b). The first two eigenvalues
account for approximately 59 and 56% of the collective motion of the complexed and free form of the enzyme, respectively and therefore we focussed our study on these two eigenvectors.

Fig. 13. Eigenvalues plotted against the corresponding eigenvector indices obtained from the Ca covariance matrix.

The motion along any eigenvector can be visualized by projecting all trajectory frames onto a specific eigenvector. Thus, from this new path we calculated the RMSF for the first two eigenvectors (Figure 14). The dynamic behaviour of both forms of the enzyme (i.e. free and complexed) differs in specific areas. In the free form of the enzyme a high mobility was observed for the β-harpin flap and loops A and F, while in the complexed form these regions displayed a similar behaviour. However, loops A and F displayed an attenuated flexibility with respect to the movement on the free enzyme. Another differential behaviour was found in residues 87-93 and 325-330. This behaviour may be relevant because it has been reported that residues 325-330 in the flap are responsible for regulating the ingresses and egress of the BACE1 substrate. (Chakraborty et al., 2011). The collective movement, in free and complexed form of the enzyme, might be visualized from the porcupine plots in Figures 15 and 16. The collective movement represented by the eigenvectors could be analyzed in two parts a) movement between the N-terminal lobe (residues 1-150) and the C-terminal lobe (residues 151-385), and b) the movement on specific regions that are part of the catalytic cliff.

Figure 14 shows the representation of the first eigenvector for the free and complexed form of the enzyme. Figure 14 a) shows that the C-terminal lobe and N-terminal lobe move in opposite directions. In addition, we see that the β-harpin flap moves toward the catalytic cliff while loops A and F move away, allowing a hinge movement between the lobes. The concerted movements of the above mentioned regions are the ones that dominate the transition between open and closed conformation of BACE1 in agreement with those results reported by Chakraborty. In addition the first eigenvector for the complexed form of the enzyme, Figure 14b displayed an opening between the lobes where the C-terminal lobe moves away from to the N-terminal lobe. It is also possible to appreciate the movement of the β-harpin flap which moves in the opposite direction to the loop 325-330. In the free form of the enzyme, the described movement it is not evident. This finding is very important because these two loops are directly responsible for ingresses and egress of the substrate.
The complexed form of the enzyme (figure 15) displayed a dismissed movement due to the presence of the inhibitor. It is interesting to note that loops A, D and F, which forms part of the exosite, shows a lower movement with respect to the free enzyme due that the inhibitor makes strong interactions with the residues Gln163 (A loop), Trp270 (D loop), Asp311, Thr314 and Asp317 (loop F) in the complexed form of the enzyme as reported by Gutierrez et al. (Gutierrez et al., 2010).

Fig. 14. Porcupine plots obtained for the first a) and second b) eigenvector of the unligated form of BACE1.
Fig. 15. Porcupine plots obtained for the first a) and second b) eigenvector of the complexed form of BACE1.

4. Conclusion

In the present chapter we reported MD simulations performed on three different molecular systems of biological interest: i) DNA-bending protein Fis (Factor for Inversion Stimulation), ii) DNA-tvMyb1 (*Trichomonas vaginalis* transcriptional factor) and iii) the BACE1 (β-site
amyloid cleaving enzyme 1). The model structures proposed accounted for different experimental biological data for these systems indicating that the essential dynamics (ED) method also called Principal Component Analysis (PCA) is a very fruitful tool in order to evaluate the conformational behaviour of molecular systems like reported here. On the other hand, examining the cross-correlation (normalized covariance) matrix, we were able to obtain collective movements which allow examining domain motions for these models. The MM-GBSA methods in turn, allow us to determine binding hot-spots residues as well as the binding energy decomposition giving additional information which in general is very difficult to obtain from experimental data. It is clear that these MD simulations, if it is possible, must be corroborated with accurate experimental data in order to determine their real reaches and limitations. However, it is evident that these theoretical techniques properly applied are very useful and gives additional information to determine the conformational behaviour of complex biological systems.
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