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1. Introduction

Noise filtering of images is basically a smoothing process, and it is a subject that has been addressed for many years. The idea of adaptive smoothing is being investigated a long time and many different approaches have been proposed over the years. Mastin (1985) reported superior performance of nonlinear such as medina filtering over linear techniques applied for adaptive image smoothing. Zucker et al. (1977) proposed to perform adaptive smoothing using weighted mask, which is computed by the difference between the value of the center point and its neighbors. Wang et al. (1981) applies a weighting scheme that averages values within a sliding window and changes the weights according to local differential. Instead of basic averaging Davis (Davis & Rozenfeld, 1978) performs iterated local noise cleaning by K-Nearest Neighbour averaging. The main disadvantage of these methods is their difficulty to ensure convergence.

Blake (Blake & Zisserman, 1987) proposed a smoothing process, which reconstructs a noisy signal in a piecewise continuous manner by employing weak continuity constraints. Although the convergence behavior was well studied, the computational complexity is extremely high. An anisotropic diffusion scheme was presented by Perona & Malik (1990). They suggested to employ a heat equation in anisotropic medium for edge enhancement. This is done by selectively smoothing regions with low gradient. Another approach, called Forward-and-Backward diffusion, is presented by Smolka et al. (2003) and emphasizes regions with high gradient which are not caused by noise. Almansa (Almansa & Lindeberg, 2000) and Weickert (2001) have used diffusion techniques, which are based on a multi-scale analysis called scale-space representation, and applied an iterative process for local features estimation. Diffusion methods tend to distort sloping edges, while iterative methods slow down the filtering process in images with considerable amount of noise.

Steerable filters are a class of filters, in which a filter of arbitrary orientation is synthesized as a linear combination of a set of “basis filters” (Freeman & Adelson, 1991). Steerable filters are used in many image-processing tasks and specifically in image enhancement. Steerable-scalable kernels roughly shaped like Gabor functions have the advantage that they can be specified and computed easily (Perona, 1992). However, those filters usually approximate the orientation with low resolution, since they are usually based on angular frequency sampling, and a huge number of basis filters are required in order to approximate orientation steerability with high resolution (Yu et al., 2001). Another kind of structure-
adaptive anisotropic filtering technique has been proposed by Yang et al. (1996). Instead of using local gradients as a means of controlling the anisotropism of filters, it uses both a local intensity orientation and an anisotropic measure to control the shape of the filter. Although the filters proposed by Yang and Almansa are both structure-adaptive anisotropic filters, they are still significantly different mostly by the fact that Almansa’s filter is iterative while Yang’s is not.

We propose to improve the structure-adaptive anisotropic filter (Yang et al., 1996) in the space domain. We suggest changing the filter’s kernel from a circle to an ellipse with the form, size and direction depending on image local anisotropic features. The essential idea of the improved filter is to apply a median filter for pixels bounded by an anisotropic elliptical kernel. We propose to use a non-linear filter kernel function rather than a linear, which produces less blurring during image filtering. The non-linear function is implemented in the form of the median filter. Moreover, instead of using Yang’s derivatives-based method for estimation the oriented pattern direction we have used Donahue’s (Donahue & Rokhlin, 1993) method, which is more robust to noise. It uses a gradient type local operator and least squares minimization to control the noise.

Fingerprints are today the biometric features most widely used for personal identification. The uniqueness of a fingerprint is determined by the local ridge characteristics and their relationships. Most of today’s automatic systems used for fingerprint comparison are based on minutiae matching, which represents local discontinuities in a fingerprint image. An automatic fingerprint image matching process, which enables a personal identification, strongly depends on comparison of the minutiae points of interest MPOI and their relationships. Reliable automatic extraction of these MPOI is a critical step in fingerprint classification. The performance of minutiae extraction algorithm relies heavily on the quality of the fingerprint images (Hong et al., 1996). The ridge structures in poor-quality fingerprint images are not always well defined and, hence, cannot be correctly detected. In order to ensure robust performance of minutiae extraction algorithm an enhancement algorithm that improves the clarity of the ridge structures is necessary (Hong et al., 1996). Enhancement of ridge structures essentially involves some filtering operation.

We propose to modify the structure-adaptive anisotropic filter in the frequency domain by converting it from a lowpass filter into a band-pass one. In this work we show that the modified structure-adaptive anisotropic filter can be effectively applied to applications, such as fingerprint image enhancement, in which the oriented patterns in local neighborhood form a sinusoidal-shaped plane wave with a well-defined frequency and orientation i.e., ridges and valleys in a fingerprint image. Adjustment of the modified filter to fingerprints is made resulting in a unique structure-adaptive anisotropic filter. The performance of the unique structure-adaptive anisotropic filter is compared to that of some other filters in the framework of minutiae detection process.

2. The structure-adaptive anisotropic filter

The structure-adaptive anisotropic filter, which has been proposed by Yang, uses a local intensity orientation and an anisotropic measure of level contours to control the shape and extent of the filter kernel. The filter kernel applied at each point $x_0$ is defined as follows (Yang et al., 1996):
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\[ k(x_0, x) = \rho(x-x_0) \exp \left[ \frac{\left( (x-x_0)_y^2 + ((x-x_0)_n)_n^2 \right)}{\sigma^2(x_0)} \right] \]  

(1)

where \( n \) and \( n_\perp \) are mutually normal unit vectors, and \( n \) is parallel with the local oriented pattern direction. The shape of the kernel is controlled through \( \sigma^2(x_0) \) and \( \rho \) satisfy the condition \( \rho(x) = 1 \) when \( |x| < r \), and \( r \) is the maximum support radius.

Direction estimation of an oriented pattern is based on the fact that the power spectrum of such a pattern lies along a line through the origin in the Fourier domain, and the direction of the line is perpendicular to the dominant spatial orientation of the pattern. The evaluation of the Fourier transform, however, is not necessary for actual calculations. Through a simple relationship between the local orientation direction and the matrix eigenvectors, the estimation of oriented pattern direction \( \theta(x) \) [the direction of vector \( n \) in (1)] can be made (Yang et al., 1996) as follows:

\[ \theta(x) = \frac{1}{2} \tan^{-1} \left\{ \frac{2 \left( \frac{\partial f}{\partial x_1} \cdot \frac{\partial f}{\partial x_2} \right) dx_1 dx_2}{\left( \frac{\partial f}{\partial x_1} \right)^2 + \left( \frac{\partial f}{\partial x_2} \right)^2} + \frac{\pi}{2} \right\} \]  

(2)

where \( \Omega \) is a local neighborhood \( x = (x_1, x_2) \).

The space constants \( \sigma^2_1(x_0) \) and \( \sigma^2_2(x_0) \) are controlled through the corner detector \( c(x_0) \) and by the measurement of anisotropism \( g(x_0) \) as follows (Yang et al., 1996):

\[ \sigma_1(x_0) = \frac{r}{1 + c(x_0)/\beta} \]  

(3)

\[ \sigma_2(x_0) = (1 - g(x_0)) \frac{r}{1 + c(x_0)/\beta} \]  

(4)

where \( \beta \) is a normalization factor that controls how faithfully the corners and junctions can be preserved during the filtering process.

The anisotropic measure gives an indication of how strong a pattern is oriented and is defined as follows (Yang et al., 1996):
which can be calculated directly from the original data $f(x_1, x_2)$ and its partial derivatives. The anisotropic measure can also provide a convenient way of finding corner and junction points within a given image. Yang suggests using both the measure of anisotropism and a gradient strength for an estimation of corner strength in a following way (Yang et al., 1996):

$$c(x) = (1 - g(x)) \lVert \nabla f(x) \rVert^2$$

(6)

3. Improved structure-adaptive anisotropic filter

In this section we propose some improvements to the structure-adaptive anisotropic filter (Yang et al., 1996) in the space domain. As previously mentioned the essential idea of the improvement is to apply the median filter for pixels bounded by an anisotropic elliptical kernel. The structure-adaptive anisotropic filter suffers from the following problems: corner strength measure $c(x)$ is highly influenced by noise. This results in a wrong estimation of space constants $\sigma^2_1(x_0)$ and $\sigma^2_2(x_0)$, which control the shape of the filter kernel. Derivatives-based approach for oriented pattern direction estimation fails to produce correct estimates for noisy images. The normalization factor $\beta$ controls how faithfully the corners and junctions can be preserved during the filtering process. Therefore, it is a critical factor and the choice of $\beta$ significantly affects the filter performance. Despite the fact that the structure-adaptive filter is directional and adjusts the shape of the kernel according to image anisotropic local features, the filter causes to unnecessary blurring in processed image due to the linearity of its filtering function. The structure-adaptive anisotropic filter operates on a pixels neighborhood of a constant size and moreover, the size is not depending on local features of input image. We suggest a solution to the above-mentioned problems and propose the improved structure-adaptive anisotropic filter, which combines non-linear filtering function, a more robust to noise technique for oriented pattern direction estimation and elliptical kernel with its form, size and direction depending on image local anisotropic features.

Instead of using a constant kernel the size must be changed to embody image local anisotropic features, namely, the anisotropic measure $g(x)$ and the corner strength $c(x)$. This can be achieved by defining an elliptical kernel (Fig. 1) with its principal axis and direction changing according to image local anisotropic features.
Fig. 1. Controlling the shape and direction of an elliptic kernel through principal axes $a$, $b$ and direction $\theta$, which are controlled through image local anisotropic features.

The elliptical kernel’s main axis $a(x_0)$ must be minimal in regions where there is a high number of corners (edges, corners and etc) and maximal in regions with no corners (smooth places). The transition of $a(x_0)$ from smooth regions to regions that include corners should be performed in an exponential manner in order to prevent smoothing corners. The kernel’s shape must be circular in regions with low values of anisotropic measure ($g \to 0$). In regions with high anisotropic measure ($g \to 1$) the shape obtains a highly oriented elliptical form with its main axis runs in parallel to direction of local oriented pattern as can be seen in Fig. 2. To meet these requirements we propose to define the principal axes of the elliptical kernel as follows:

$$a(x_0) = r \cdot \exp\left(-\frac{c(x_0)}{\beta}\right)$$  \hspace{1cm} (7)$$

$$b(x_0) = a(x_0) \cdot \left(1 - g(x_0) + \varepsilon\right)$$  \hspace{1cm} (8)$$

where $r$ is the maximal support radius, $\varepsilon$ is the minimal kernel width and $\beta$ is a normalization factor that will be defined later.

Comparing the behavior of Yang’s space parameter $\sigma_i(x_0)$ \hspace{1cm} (3) with the new proposed $a(x_0)$ parameter (7) emphasis the improvement of the new filter. Fig. 3 demonstrates the behavior of controlling the main axis of the filter kernel for both Yang’s and the proposed filter. This figure shows that adopting the proposed filter results with better behavior relative to the corner strength $c(x)$. For high values of corner strength the elliptical kernel results with smaller values for the main axis $a(x_0)$ in comparison to Yang’s filter, and only few pixels
are collected by the kernel. Therefore, it suggests that the improved filter better preserves corners and edges in the input image.

Fig. 2. Controlling the shape and direction of the kernel in the space domain.

Fig. 3. Controlling the main axis of the filter kernel for Yang’s and the improved filter.
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Correct estimation of oriented patterns direction is of high importance for effective performance of directional filters such as structure-adaptive anisotropic filter. The technique, which was proposed by Yang, is based on the fact that the power spectrum of an oriented pattern lies along a line through the origin in the Fourier domain, and the direction of the line is perpendicular to the dominant spatial orientation of the pattern. This technique fails to produce correct estimates for noisy images. The proposed filter adopts the method, proposed by Donahue & Rokhlin (1993), which uses a gradient-type operator and least-squares minimization to control the noise. The estimation of the oriented pattern direction is extracted from each 2x2 pixels neighborhood, which is then averaged over a local window of 5x5 pixel size.

We propose to use a non-linear filter kernel function rather than a linear one that produces less blurring during image filtering. We have implemented the non-linear function in the form of a median filter that is applied within neighborhoods of pixels bounded by an elliptical kernel. The obtained is the improved structure-adaptive anisotropic filter, which is expressed mathematically as follows:

\[
k(x_0, x) = \text{median}[f(x), \ x \in P(x - x_0)]
\]  

(9)

where \( P(x - x_0) \) is the elliptical kernel centered at pixel \( x_0 \), oriented at angle \( \theta \) (defined by mutually normal unit vectors \( n \) and \( n_\perp \) ) and is defined as follows:

\[
\frac{((x_1 - x_{01}) \cdot n)^2}{a(x_0)^2} + \frac{((x_2 - x_{02}) \cdot n_\perp)^2}{b(x_0)^2} \leq 1
\]  

(10)

Substituting (7) and (8) into (10) and incorporating the obtained equation into (9) results in a final expression of improved structure-adaptive anisotropic filter:

\[
k(x_0, x) = \text{median} \left[ f(x), \ x \in \left\{ \frac{((x_1 - x_{01}) \cdot n)^2}{r \cdot \exp \left( -\frac{\epsilon(x_0)}{\beta} \right)} \right\} \leq 1 \right\}
\]  

(11)

Normalization factor \( \beta \) used in the structure-adaptive anisotropic filter (Yang (1996)) is set to 75 percent of the maximal value of \( c(x) \). Appropriate choice of \( \beta \) involves a trade off between effective smoothing of areas with no corners (higher \( \beta \) ) and preserving most of the corners in the image (setting lower \( \beta \)). Fig. 4 shows the PSNR of a reconstructed image using different \( \beta \) values. Fig. 4 suggests using higher values of \( \beta \) to obtain higher PSNR.
values for the reconstructed image. However, Fig. 5 which demonstrates the reconstructed image, shows that the image is over smoothed while using high value of $\beta$. Therefore, in order to preserve most of the corners and to effectively smooth areas without corners, we suggest setting $\beta$ to 90 percent of the maximal value of $c(x)$. This compromise is empirically achieved by testing different values for $\beta$.

The performance of the improved structure-adaptive anisotropic filter is compared to the structure-adaptive anisotropic filter (Yang, 1996) and to the conventional median filter. The conventional median filter is carried out by numerical sorting of all pixel values in a surrounding neighborhood of 3x3 pixels, and then replacing the pixel being considered with the middle pixel value.

The maximal support radius used for the structure-adaptive anisotropic filter is 3 pixels as suggested by Yang (1996), while the maximal support radius for the improved structure-adaptive filter was empirically set to 2 pixels. The comparison is carried out on different kinds of images, which are commonly used for testing noise filtering algorithms (Fig.). All the test images are of resolution 79x79 dots per inch. The size is 182x144 for Bird image, 95x95 for Girl and Area images, and 256x256 pixels for Fingerprint image.

![Fig. 4. PSNR of reconstructed Bird image using different $\beta$](image-url)
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Fig. 5. Result of applying the improved filter with different $\beta$: (a) 50%, (b) 75%, (c) 90% and (d) 100% of the maximal value of $c(x)$. 

Fig. 6. Test images: (a) Bird, (b) Girl, (c) Area and (d) Fingerprint image

The filters were tested on images contaminated by Gaussian noise and ‘Salt and Pepper’ noise for different SNR (Signal to Noise) levels. Figure 7 demonstrates the Bird image contaminated with ‘Salt and Pepper’ noise and Gaussian noise.

Fig. 7. (a) original Bird image, contaminated with (b) ‘Salt and Pepper’ noise with SNR=21dB, and (c) Gaussian noise with SNR=20dB.

The performance comparison is based on the SAD (Sum of Absolute Differences) criteria, which computes the sum of absolute differences between the original image and the reconstructed one. Figure 8 shows the filters performance results for Gaussian noise for different levels of SNR ranging from 15dB to 80dB. Figure 9 shows the performance results for ‘Salt and Pepper’ noise for different levels of SNR ranging from 16dB to 52dB. Yang’s structure-adaptive anisotropic filter performs better than the median filter. The improved structure-adaptive anisotropic filter outperforms both median and Yang’s structure-adaptive anisotropic filter over the whole range of SNR levels. Figure 10 shows some examples of applying the different filters on images contaminated by Gaussian noise. It can be seen that the Yang’s structure-adaptive anisotropic filter reconstructs better than the
The improved structure-adaptive anisotropic filter outperforms both filters in reconstructing from noisy images.

Fig. 8. Performance results of applying a conventional median filter, Yang’s structure-adaptive anisotropic and the improved structure-adaptive anisotropic filters on the Bird image contaminated by a Gaussian noise at different SNR levels.

Fig. 9. Performance results of applying a conventional median filter, Yang’s structure-adaptive anisotropic and the improved structure-adaptive anisotropic filters on the Bird image contaminated by a ‘Salt and Pepper’ noise at different SNR levels.
Fig. 10. Applying the different filters on images contaminated by Gaussian noise: Original images (a)-(d), with Gaussian noise (SNR:10dB) (e) and (SNR:20dB) (f)-(h), images reconstructed by the median filter(i)-(l), by the structure-adaptive anisotropic filter(m)-(p) and by the proposed improved structure-adaptive anisotropic filter(q)-(t).

4. The modified structure-adaptive anisotropic filter

In this section we propose some modifications to the structure-adaptive anisotropic filter (Yang et al., 1996) in the frequency domain and present the modified structure-adaptive anisotropic filter.

The structure-adaptive filter has the low-pass filter characteristics. We propose to convert it to the band-pass filter by multiplying its kernel by a scaling factor $S$ and adding an offset $V$. 
The obtained is the modified structure-adaptive anisotropic filter, which has the following general form:

\[ h(x_0, x) = V + S \cdot \rho (x - x_0) \exp \left\{ -\frac{((x-x_0) \cdot n)^2}{\sigma_1^2(x_0)} + \frac(((x-x_0) \cdot n_2)^2}{\sigma_2^2(x_0)} \right\} \]

where \( V \) and \( S \) are the parameters, which must be adjusted to the specific application. Applying a 2D Fourier transform on (12) we obtain the filter’s frequency response:

\[ H(u, v) = V \cdot 4\pi^2 \delta(u, v) + \frac{1}{\sigma^2} \sin \left( \frac{\beta}{4\beta} \right) \exp \left( -\frac{u^2}{\sigma^2} \right) \sin \left( \frac{\beta}{4\beta} \right) \exp \left( -\frac{v^2}{\sigma^2} \right) \]

where \( \theta \) is the local pattern orientation, \( r \) is the kernel’s maximal support radius and \( \ast \) is a convolution operator.

The general form of the modified structure-adaptive anisotropic filter can obtain different frequency response behavior types (low-pass and band-pass) by matching the values of \( V \) and \( S \) (Figure 6). The structure-adaptive filter (Yang et al., 1996) can be seen as a special case of the modified structure-adaptive anisotropic filter and it is obtained by setting the values to \( S=1 \) and \( V=0 \).

Band-pass form of the modified structure-adaptive anisotropic filter is effective in filtering images in which oriented patterns in a local neighborhood form a sinusoidal-shaped plane wave with a well-defined frequency and orientation (i.e. fingerprint images including ridges and valleys).
5. The unique structure-adaptive anisotropic

In this Section the application of the modified structure-adaptive anisotropic filter to fingerprint image enhancement is made and the unique structure-adaptive anisotropic filter is proposed. Fingerprints are today the biometric features most widely used for personal identification. Fingerprint recognition is one of the basic tasks of the Integrated Automated Fingerprint Identification Service (IAFIS) of the most famous police agencies (Lee & Gaensslen, 1991). A fingerprint pattern is characterized by a set of ridgelines that often flow parallel, but intersect and terminate at some points. The uniqueness of a fingerprint is determined by the local ridge characteristics and their relationships (Hong et al., 1998), (Lee & Gaensslen, 1991). Most automatic systems for fingerprint comparison are based on minutiae matching (Hollingum, 1992). Minutiae characteristics are local discontinuities in the fingerprint pattern and represent the two most prominent local ridge characteristics: terminations and bifurcations. A ridge termination is defined as the point where a ridge ends abruptly, while ridge bifurcation is defined as the point where a ridge forks or diverges into branch ridges (Figure 7). A typical fingerprint image contains about 40-100 minutiae (Hong et al., 1998).

Fig. 7. Examples of minutiae (ridge ending and bifurcation) in a fingerprint image

An automatic fingerprint image matching process, which enables a personal identification, strongly depends on comparison of the Minutiae Points of Interest (MPOI) and their relationships. Reliable automatic extraction of these MPOI is a critical step in fingerprint classification.

The performance of minutiae extraction algorithm relies heavily on the quality of the fingerprint images (Hong et al., 1998). The ridge structures in poor-quality fingerprint images are not always well defined and, hence, cannot be correctly detected. This might result in the creation of spurious minutiae and the ignoring of genuine minutiae. Therefore
large errors in minutiae localization may be introduced (Hong et al., 1998). Examples of poor-quality fingerprint images are shown in Figure 8. In order to ensure robust performance of minutiae extraction algorithm an enhancement algorithm that improves the clarity of the ridge structures is necessary (Hong et al., 1998), (Hong et al., 1996).

Most of the fingerprint image enhancement techniques, proposed in the literature, are applied to binary images, while some others operate directly on gray-scale images (Lee & Gaensslen, 1991), (O’Gorman, L & Nickerson, 1989), (Sherlock et al., 1994). The binarization process may cause loss of information about true ridge structure and it has inherent limitations (Hong et al., 1998).

Fig. 8. Examples of poor quality fingerprint images due to: noisy acquisition device (a), (b) and variation in impression conditions (c), (d), resulting in corrupted ridgelines.

Ko (2002) and Sherlock et al. (1994) suggested gray-scale image enhancement techniques, which are applied in the frequency domain, while Hong et al. (1998) and Huvanandana et al. (2003) employed their techniques directly in the space domain. Cheng et al. (2002) applies scale space theory to fingerprints enhancement by filtering the image in an iterative manner using both local and global image characteristics. Almansa & Lindeberg (2000) propose a diffusion technique, which estimates iteratively local features and performs directional filtering in regions with well-defined orientation, while in areas without a dominant orientation it applies isotropic filtering. Wang & Wang (2004) propose similar technique, which applies isotropic filtering in the frequency domain at regions without clear dominant orientation.

Different gray-scale fingerprint images enhancement techniques assume that the local ridge frequency and orientation can be reliably estimated. However, this assumption is not valid for poor-quality fingerprint images. Although, other decomposition methods (Hong et al., 1998), (Hong et al., 1996) which apply a bank of Gabor filters to the input fingerprint images, can obtain reliable orientation estimation even for corrupted images, they are computationally expensive.

Hong et al. (1998) proposed a fast enhancement algorithm, which can adaptively improve the clarity of ridge and valley structures of input fingerprint images based on the estimated local ridge orientation and frequency.

We present some improvement to the Hong (Hong et al., 1998) method by using the modified structure-adaptive anisotropic filter, adapted to fingerprint images. Instead of using both local ridge orientation and local frequency information, only the orientation information is used in our approach. Our proposed unique structure-adaptive anisotropic filter, which eliminates the need to estimate local frequency information, can replace the Gabor filter. The proposed enhancement algorithm with the unique filter is faster and efficient as well.
We have adjusted the modified structure-adaptive anisotropic filter specifically to fit fingerprint images, and empirically set the filter parameters to \( V = -2 \) and \( S = 10 \). The filter frequency response has bandpass filter characteristics. The proposed filter was found to be effective in fingerprint image enhancement, while preserving the local ridge frequency of the fingerprint image (see Figure 10). The frequency bands transferred by the filter include almost all typical local ridge frequencies that lie within a certain range for a given image resolution (Hong et al., 1998).

The space constants \( \sigma_1^2(x_0) \) and \( \sigma_2^2(x_0) \) of the structure-adaptive anisotropic filter kernel are controlled through both the corner detector \( c(x) \) and by the measurement of anisotropism \( g(x) \) as defined by (5) and (6). These equations include gradient estimation via calculations of first order derivatives of the input image. Problems may arise if the input data is noisy. This is because taking derivatives is a highpass filtering process, which amplifies the effect of noise. The space constants have a strong influence on filter performance on fingerprint images, and since they are highly affected by noise, we suggest setting them to constants \( \sigma_1^2(x_0) = 4 \) and \( \sigma_2^2(x_0) = 2 \). This setting produced a filter in the form of a Gaussian-shaped kernel with a double ratio between the axis running in the main direction and the axis perpendicular to it. By setting the space constants to constant values we obtain a filter that is more robust to noise. However, the filter is optimal only for a fingerprint set, which was used in our experiments. Therefore in our future work we will develop more robust to noise local anisotropic measurements that will control the space constants. Figure 9 shows a comparison of impulse and frequency responses between the structure-adaptive anisotropic filter (Yang et al., 1996) and the unique filter \( (V = -2, S = 10) \).

It can be seen that both filters have directional Gaussian-like shaped kernels in a space domain. However, they are different in the frequency domain: the Yang’s anisotropic filter shows Low-Pass (one peak in the center) filter characteristics, while the unique anisotropic filter expresses Band-Pass filter characteristics (two peaks symmetrically located around the center).

The unique filter has one undesired property: its value at infinity is unequal to zero. Therefore its response depends on the chosen support size of the filter. However, the unique filter is adjusted to transfer all typical local ridge frequencies, which lie within a certain range for a given image resolution (Hong et al., 1998), and it works well on all set of fingerprint images with given resolution, as demonstrated in the next Section.

The performance of the unique structure-adaptive anisotropic filter is studied in the context of fingerprint image enhancement algorithm simulated by Hong (1998). We compare the applying of the structure-adaptive anisotropic filter I (Yang, 1996), the unique structure-adaptive anisotropic filter I, Gabor-based filter G (Hong, 1998) and the modified Gabor-based filter (Greenberg et al., 2000 & Greenberg et al., 2002) H, on the same set of fingerprint images. We use performance results of the structure-adaptive anisotropic filter I and Gabor filters G, H taken from a different comparative study (Greenberg et al., 2000 & Greenberg et al., 2002) conducted on direct gray-scale fingerprint enhancement methods. In this work we extend this comparative study with performance results of the unique structure-adaptive anisotropic filter I applied on the same fingerprint images set as in (Greenberg et al., 2000 & Greenberg et al., 2002). The sample set is composed of 10 fingerprints taken from NIST, FBI sample and using an optoelectronic device. The gradient used by compared filtering algorithms was obtained using first order approximation.
Figure 10 shows a comparison of the enhancement results obtained using different filters, for poor-quality fingerprint images, which contain regions that do not form a well-defined local ridge frequency. These regions are mostly encountered in the neighbourhood of fingerprint image singular points: core and delta (Lee & Gaensslen, 1991). Both the structure-adaptive and the unique structure-adaptive anisotropic filters outperform the Gabor-based filters for those regions, which contain singular points.

Fig. 9. Comparison of impulse and frequency response between the structure-adaptive anisotropic filter and the proposed unique structure-adaptive anisotropic filter ($V = -2$, $S = 10$). Both filters are 11x11 pixels kernel size, and have a directional Gaussian-like shaped kernel in a space domain (a) and (b). However they are different in the frequency domain: (c) the structure-adaptive anisotropic filter shows lowpass filter characteristics, while (d) the unique filter expresses bandpass filter characteristics (two peaks around the center).
Fig. 10. Example of enhancement results of fingerprint image region with a singular point (core). Original image (a); enhanced image after applying the Gabor-based filter (b), the modified Gabor-based filter (c), the structure-adaptive anisotropic filter (d) and the proposed unique structure-adaptive anisotropic filter (e).

Figure 11 compares the success rate obtained by applying gray-scale filtering technique (Greenberg et al., 2000 & Greenberg et al., 2002) using the four filters (G, H, I, J) on the same fingerprint image set. The average error percentage is expressed in terms of false (minutiae that was found in the region not containing true minutiae), dropped (minutiae that was not found in the neighborhood of true minutiae) and exchanged minutiae (minutiae differing from the true minutiae type in the same image region). The average error percentage presented by our approach I (unique structure-adaptive anisotropic filter), is comparable to the errors produced by approach H (modified Gabor-based filter). Both I filter and H filter create less errors than the G (Gabor-based) and I (structure-adaptive anisotropic) filters.

Fig. 11. Comparison of the filters performance: G-Gabor-based filter, H-modified Gabor-based filter, I-unique proposed structure-adaptive anisotropic filter and J-structure-adaptive anisotropic filter.
Figure 10 demonstrates the enhancement results of applying the structure-adaptive anisotropic (Yang, 1996), the unique structure-adaptive anisotropic and the modified Gabor-based (Greenberg et al., 2000 & Greenberg et al., 2002) filters to some fingerprint images from the sample set.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Fig. 10. Enhancement results of applying different filters to fingerprint images from the same sample set: (a)-(d) original fingerprint images and after enhancement using (e)-(h) the structure-adaptive anisotropic filter, (i)-(l) the proposed unique structure-adaptive anisotropic filter and (m)-(p) the improved Gabor-based filter, accordingly.
Table 1 shows the wall time for different stages of the Gabor-based enhancement algorithm simulated by Hong (1998) and the total time on a Pentium 200MHz PC. The enhancement algorithm based on the anisotropic filter does not require the estimation of the local ridge frequency information. Therefore it saves about 4% of the processing effort compared to the Gabor-based enhancement algorithm.

<table>
<thead>
<tr>
<th></th>
<th>Normalization (Seconds)</th>
<th>Orientation (Seconds)</th>
<th>Frequency (Seconds)</th>
<th>Region Mask (Seconds)</th>
<th>Filtering (Seconds)</th>
<th>Total (Seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.11</td>
<td>0.14</td>
<td>0.09</td>
<td>0.07</td>
<td>2.08</td>
<td>2.49</td>
</tr>
</tbody>
</table>

Table 1. The wall time of the Gabor-based enhancement algorithm on a Pentium 200MHz PC (taken from (Hong, 1998), Table 2)
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