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\textbf{1. Introduction}

The power of creating engineered materials in which one can customize the propagation of light unleashes a huge range of fascinating applications. Commonly, these materials are based on the appearance of a forbidden frequency range, after which they are named photonic band gap materials or, more generally, photonic crystals. Photonic crystals are artificial, periodic arrangements of dielectric media with sub-wavelength periodicity lengths. As a consequence of the periodic dielectric function, in analogy with natural crystals where atoms or molecules are periodically spaced, a range of forbidden propagating energies may appear under the proper conditions, giving rise to a photonic band gap. Exploiting the effects associated to the photonic band gap, one can dramatically alter the flow of electro-magnetic waves (Joannopoulos et al., 2008).

One of the optical properties that can be radically modified in such materials is the group velocity of light pulses. Usually, the unmatched velocity of light (in vacuum \(c=299,792,458\) m/s) is an advantage. Thanks to this fact, light confined within the core of an optical fiber could give a complete round to the equatorial circumference of Earth in 200 milliseconds (light in glass travels at \(c/1.5\)). In other cases, where processing the information carried by light pulses is needed, the huge speed of light entails a problem. In quantum optics, for instance, the quantum state of light can be stored for longer if light is slowed down. As another example, buffering and storing information on a photonic chip is crucial in all-optical communications routers and optical computing, the same as electronic RAMs are essential in conventional networks and computers. Furthermore, countless applications arise from the increase of energy density, and consequent stronger light-matter interaction, due to slower light propagation. Higher energy density implies enhanced nonlinearities, and therefore more efficient, compact, and low-power consuming nonlinear optical schemes, as Raman amplification or optical regenerators (Krauss, 2008). Stronger light-matter interaction is also beneficial for sensing applications, especially for biosensing, and more efficient photovoltaic cells.

Unluckily, light is inherently difficult to control, not to mention how hard it is to store it. This is not only due to its speed, but also to the very nature of its basic unit, the photon, being massless and having no electric charge. A number of ingenious and diverse schemes to diminish the speed of light in a controllable fashion has been proposed, giving rise to the intriguing field of slow light. All slow light schemes are based in the same basic principle, in
spite of their interdisciplinary nature: the existence of a single sharp resonance or multiple resonances (Khurgin & Tucker, 2009). As it will be justified, photonic crystal devices are, to our understanding, the most promising approach for the development of practical photonic devices based on slow light.

This chapter begins by reviewing the motivation and principles of slow light, followed by a description and assessment of the different techniques to diminish the speed of light and the applications of this phenomenon. In a subsequent section the particularly promising approach of slow-light photonic crystal arrangements will be addressed. In that section, together with the fundamentals of photonic band gap materials, their simulation methods and fabrication techniques, simulations results and analysis on our designs of slow-light photonic crystal arrangements will be presented. The chapter will be concluded with an assessment of photonic band gap engineered materials as a technology for developing slow-light based devices for telecommunications and microwave photonics applications.

2. Slow light: From theory to practice

Being able of governing something as essentially free as light is captivating in itself. Along this section, the physical principles behind the drastic reduction of group velocity and the techniques to achieve it will be presented. However, what is more appealing about slow light is its significant number of applications. In practice, unfortunately, slow light entails severe difficulties and a noteworthy research effort is being done by many groups to cover the gap between theory and practical applications.

2.1 Principles of slow light

The term slow lights refers to the phenomenon of light propagation in media with reduced group velocity. It is thence convenient to throw some light on the concepts of group velocity, phase velocity, and front velocity. Fig. 1 serves as a reference for those concepts.

The group velocity is the speed at which the wave envelope, the overall shape of an amplitude varying wave, propagates. This is frequently considered to be the velocity of the information transported by light signals, which is correct for most cases. Nevertheless, as it will be discussed bellow, there are some exceptions to this statement. The group velocity of a wave in a certain medium corresponds to the velocity of light in vacuum, $c$, divided by the group index of the medium, $n_g^*$, and it is given by the equation

$$v_g = \frac{c}{n_g} = \frac{d\omega}{dk} \quad (1)$$

where $\omega$ is the angular frequency and $k$ is the angular wave number. The variation $\omega$ with $k$ is called the dispersion relation, and thence, the group velocity is given by the slope of the dispersion relation.

The phase velocity is the speed at which the phase of every particular frequency component of the wave travels and it is given by

$$v_p = \frac{\omega}{k} \quad (2)$$
It can be seen that for media in which $\omega$ varies linearly with $k$ the phase and the group velocity coincide. However, in general, for dispersive media, phase and group velocities differ and both vary with frequency.

There is one last concept that it is worth to mention, the front velocity. The front velocity is the speed of the pulse leading edge, i.e. the velocity of the earliest part of a pulse. This is truly the velocity of the signal, i.e. of the information carried by the light wave. According to the principle of Einstein causality, information can never travel faster than light in vacuum and therefore the signal velocity it is always slower than $c$. This concept has led to discrepancies among the scientific community in the past, when some groups claimed measured superluminal signal velocity (Heitmann & Nimtz, 1994; Steinberg et al., 1993), menacing the validity of the special theory of relativity. In those experiments, the reported measured velocity corresponded to that of the peak of the photon’s wave and that of the envelope of the signal, but not to the signal velocity itself. This is explained by the reshaping of the pulse along its propagation, so that its peak moves towards its leading edge. The velocity of the peak may be, in this case, faster than the velocity of light in vacuum, but the signal (front) velocity will remain below $c$. In other words, even if the group velocity appears to be higher than $c$, causality still holds.

Coming back to the point of slow light, it has been defined as the phenomenon of light propagation at reduced group velocity. Bearing in mind Eq. 1, it is straightforward to see that slow light relies on increasing the group index of the medium, which is given by

$$n_s = n + \omega \frac{dn}{d\omega}$$  \hspace{1cm} (3)

The refractive index of the material $n$ varies with frequency and can be slightly altered by making use of a plurality of phenomena, such as electro-optic or thermo-optic effects. Nonetheless, when aiming at a significant change in the group index, it is the second term in Eq. 3, $dn/d\omega$, the one that dominates, i.e. the dispersive behaviour of the media. This is the reason why sharp spectral resonances are always behind slow light techniques.

By making use of different approaches, that will be briefly reviewed in next section, extremely low group velocities have been achieved, as low as 17 m s$^{-1}$ (Hau et al., 1999).
Nonetheless, from the point of view of practical applications, a more useful figure of merit (FOM) than the absolute value of the group velocity itself is the number of pulse widths that can be delayed by the system. This FOM is given by the delay-bandwidth product, being the bandwidth inversely proportional to the duration of the pulse, and it gives an idea of the information storage capacity of the system (Boyd & Narum, 2007). The delay-bandwidth product is limited by two major impediments: the pulse distortion, mainly caused by group velocity dispersion, and the propagation loss. These two factors present different origin and significance for each slow-light approach but it is a common feature to all of them that higher delays come at the expense of bandwidth reductions and, usually, of higher loss.

2.2 Techniques to achieve slow light

In Fig. 2 we present a classification of the different approaches to slow light.

![Classification of the proposed approaches to slow light](image)

Fig. 2. Classification of the proposed approaches to slow light

How to control something that has no mass and no electric charge? These fundamental properties make the task of stopping light very challenging. However, far from being intimidated, science community has dedicated a great number of research efforts to ‘trap’ light. More specifically, these efforts try, not to store the photons, but the information that they carry.

In Fig. 2 slow light techniques have been separated into two subclasses: those based in modifying the waveguide dispersion by using engineered structures, such as gratings, photonic crystals or micro-ring resonators; and those based upon the change of material dispersion to large and positive values involving the use and modification of properties inherent to the material, e.g. the transmission spectrum or the scattering effects.

2.2.1 Material-based slow light generation

Within material-based methods, the exploitation of atomic resonances was the first to be discovered. Dramatic modifications of the velocity of light are often based on this principle. Highly dispersive media present extreme values of the group velocity and thus they are well
suited for realizing this kind of systems, as in electromagnetically induced transparency (EIT), and coherent population oscillations (CPO). EIT and CPO have been used to create narrow transparency windows in absorbing materials. These techniques, not only allow making controllable the degree of slowing (or speeding), but they also alleviate other important issues related to strong atomic resonances: excessive absorption and dispersion.

The electromagnetically induced transparency is a quantum effect that permits the propagation of light through a medium otherwise opaque. In (Hau et al., 1999), the extremely low speed of light of 17 m s\(^{-1}\) was achieved by exploiting this technique. The biggest disadvantages of EIT arise because the method has a highly limited operation bandwidth owing to its narrow transparency window and to higher-order dispersion effects. Moreover EIT relies on delicate interference between two quantum amplitudes and thus the presence of collisions or any other dephasing effect can destroy the interference. On the face of it, EIT requires cryogenic temperatures and atomic media, preventing its practical use.

The quantum coherence technique of coherent population oscillations is studied as an alternative to EIT, due to its larger bandwidth and because it is highly insensitive to dephasing effects. The CPO method relies on creating a spectral hole due to population oscillations. Slow light propagation with a group velocity as low as 57.5 m/s was observed employing CPO at room temperature in a ruby crystal (Bigelow et al., 2003). However, significant delays can only be achieved for signals of a few kb/s.

More recently, stimulated Brillouin and Raman scattering have also been proposed as material-based methods for slowing light. Brillouin scattering arises from the interaction of light with propagating density waves or acoustic phonons. Raman scattering arises from the interaction of light with the vibrational or rotational modes of the molecules in the scattering medium. The main advantage of these techniques is that they make use of optical fibers, which is an unmatched medium in terms of low attenuation levels. They are very adequate to provide practical moderate delays as in (Gonzalez-Herraez et al., 2005). Unluckily, Brillouin presents a limited bandwidth due to its narrow gain linewidth while Raman presents reduced slow-light efficiency.

The innovative realm of metamaterials has also been explored for developing photonic buffers. Metamaterials are artificial composites with dramatically different electromagnetic properties. The most noticeable approach to storing light in metamaterials is presented in (Tsakmakidis & Hess, 2007). So far, this theoretical approach is unfeasible due to the material losses, and, difficulty of fabrication in a light wavelength scale.

Recently, novel approaches to slow light based on plasmonics have been proposed, as in (Søndergaard & Bozhevolnyi, 2007). The main argument for using plasmonics is that it overcomes the diffraction limit affecting photonics, i.e. surface plasmon polaritons (SPPs) enable focusing light in nanoscale while photonics is size-limited to a wavelength scale. The main limitation to plasmonics today is that plasmons tend to dissipate after only a few millimetres. For sending data longer distances, the technology would need a great breakthrough. SPPs are also very sensitive to surface roughness and they are difficult to excite efficiently, although some “tricks” (e.g. Kretschmann geometry) have been already proposed for their excitation.
2.2.2 Engineered structures for slow-light generation

Differing from the previously explained material-based methods, the following slow-light mechanisms use strong spatial resonances between electromagnetic waves travelling along special structures. The structure-based slow-light approaches can be materialized in various types of arrangements, such as Fabry-Perot resonators, cascaded fiber Bragg gratings (FBGs), photonic crystals defects, or ring resonators. In general, these approaches outperform material-based ones for high-bandwidth signals, due to the fact that material resonances have generally a narrow linewidth and are more limited by dispersion effects (Melloni et al. 2010).

The election of a slow-light technique strongly depends on the targeted application. Photonic crystals constitute, to our understanding, the most promising approach in order to build devices for applications as the ones outlined below: small operating power (dozens of $\mu$W per cell), compact footprint (cell size around $10 \mu m^2$), and fast access to information (tens to hundreds of picoseconds). Contributing to its practicality are also the facts that they can be operated at room temperature offering wide bandwidth. Finally, their fabrication processes can be made compatible with CMOS technology, enabling the use of silicon industry mass manufacturing facilities, and thus reducing mass fabrication costs and simplifying its integration with electronic circuitry.

2.3 Practical applications of slow light

The very first consequence of slow light is light pulse delaying. This fact unleashes in itself a series of valuable applications as optical buffers for optical packet switching (OPS) (Blanco et al. 2009a; Tucker, 2009), tuneable delay-lines for optical synchronization and correlation (Willner et al., 2009), or photonic true-time delay beamforming for phased array antennas, radio-over-fiber and analog-to-digital conversion (Capmany & Novak, 2007).

![Fig. 3. Schematics of a proposed optical packet switching router design, including optical buffers and optical labels; a photonic switch fabric is represented by X (Blanco et al., 2009b)](www.intechopen.com)
To illustrate the use of optical buffers, Fig. 3 shows the schematics of a proposed design for an OPS core router. Optical packets are wavelength-demultiplexed and immediately tapped: a copy of the packet is passed to the control subsystem while the other copy must remain “stored” in the optical domain. This latter copy must be released as soon as control decisions are made to ensure efficiency. Once the packets have been optically switched to the appropriate output, optical buffers are needed to resolve possibly arising collisions.

Not so obvious applications arise from the slow-light-based enhancement of light-matter interaction. Two facts explain this effect: on the one hand, slowly travelling photons are more likely to interact with the surrounding matter simply because it takes longer for them to go through it; on the other hand, at the very moment a light pulse enters a slow light device, its leading edge starts propagating at extraordinarily low speeds while the rest of the pulse is still propagating at normal velocities. This fact generates an accordion effect that implies spatial pulse compression and consequently an increase of local energy density and nonlinear effects. In Fig. 4 one of our simulations serves to illustrate the pulse compression and energy density increase suffered by a gaussian pulse entering in a photonic crystal slow light region from a conventional ridge waveguide.

Optical sensing, especially biosensing, is one of the application fields most benefitted from the strengthening of light-matter interaction, since its principle relies on identifying substance changes on the basis of light-matter relations. Higher standards of sensitivity and resolution are enabled by the use of slow light in sensing devices (Biallo et al., 2007; Pedersen et al., 2008). Fig. 5 illustrates the concept of optical biosensing using a slow-light photonic crystal waveguide to improve sensitivity to the biomarkers bounded to its surface.

Distributed Raman amplification is one of the nonlinear systems benefiting from slow light, with an expected efficiency improvement by a factor of 66,000 (McMillan et al., 2006). In quantum optics, as another example, slowing light down provides a mean to achieve sufficiently long storage time of quantum states to enable quantum operations (Dutton et al. 2004). Finally, it is worth to mention the role that slow light may play at improving the conversion efficiency of next generation solar cells. It is well known that recent thin film and organic photovoltaic (PV) technologies lack of a sufficient solar light-to-electrical energy conversion efficiency. By making photons travel slower within the active zone of the PV cell, up to a 50% increase in photon absorption (El Daif et al., 2010).

Fig. 4. Slow light photonic crystal waveguide (bottom inset), and transverse magnetic field component of the optical wave (top inset) to illustrate pulse compression
3. Photonic band gap engineered materials for slow light applications

Dielectric materials having periodic dielectric constant present singular properties for electromagnetic waves propagation. The most remarkable of these properties is the appearance of the so called photonic band gap, a range of frequencies unable to propagate through the material. Many profitable effects stem from the existence of photonic band gaps: from the possibility of tight light confinement to the opportunity of achieving extremely low group velocities.

Photonic crystals are periodic, artificial, dielectric materials, which under certain conditions, present a photonic band gap. Biological photonic crystals are found in nature: in butterflies’ wings, in peacocks’ feathers, in comb-jellyfishes... The characteristics of photonics crystals confer these species their peculiar and outstanding colouration. Engineered or artificial photonic crystals can be designed with tailored electromagnetic and propagation properties, giving rise to a huge range of possibilities and practical applications. The next points give a flavour on the principles of design of photonic crystal devices with tailored group velocity.

3.1 Principles of photonic crystals

A photonic band gap engineered material, or a photonic crystal possessing a band gap, can be built from the periodic arrangement of different dielectric media in one, two or three dimensions. It has to be noticed that, even under the appropriate conditions of index contrast, lattice period and geometry, the photonic band gap will only appear in the plane of periodicity. Therefore, only a three-dimensional photonic crystal will be able to localize light in three dimensions by means of the photonic band gap, while light modes in one- or two-dimensional arrangements will only be localized in one or two dimensions respectively. Examples of one-, two-, and three-dimensional photonic crystals are shown in Fig. 6.

To understand how light propagates within a photonic crystal one has to resort to the macroscopic Maxwell equations and specialise to the particular case of mixed dielectric media in the absence of free currents or charges and in which the structure does not vary with time. This development has already been done in several excellent books and we refer the reader to (Joannopoulus et al., 2008) or (Sakoda, 2005), just to cite two of them, for a comprehensive understanding. In the following, the main results of this development,
Fig. 6. Examples of one-, two- and three-dimensional photonic crystals.

indispensable to understand the basic principles of photonic crystals, are summarized. The resultant master equation is the following:

\[
\nabla \times \left( \frac{1}{\varepsilon(r)} \nabla \times H(r) \right) = \left( \frac{\omega}{c} \right)^2 H(r)
\]

(4)

Given a known spatial dielectric constant arrangement, \( \varepsilon(r) \), one can find the magnetic field spatial profile of the modes allowed by the structure, \( H(r) \), and their corresponding frequencies, \( \omega \), by solving Eq. 4 subject to the following transversality requirements:

\[
\nabla \cdot H(r) = 0
\]

(5)

\[
\nabla \cdot (\varepsilon(r) E(r)) = 0
\]

(6)

Subsequently one can obtain the electric field by using the following expression:
\[ E(r) = \frac{i}{\omega \varepsilon_0 c(r)} \nabla \times H(r) \]  

The solutions to the master equation \( H(r) \) can be written as Bloch states, i.e. as a product of a plane wave and a periodic function, with a period equal to the lattice period of the photonic crystal:

\[ H_k(r) = e^{ikr} u_k(r) \]  

All information about the spatial profile is given by the wave vector, \( k \), and the periodic function, \( u_k(r) \). For a given \( k \), an infinite family of modes with discretely spaced frequencies \( \omega_n(k) \) satisfy the master equation in Eq. 4 in particular these functions \( \omega_n(k) \), represented in the band structure diagram, provide us with most of the valuable information about the optical properties of a given photonic crystal.

From this moment on, we will restrict our attention to two-dimensional structures, mainly because the state of the art fabrication techniques do not allow for reliable and cost-affordable realization of three-dimensional photonic crystals. Additionally, 2D structures are suitable for photonics on-chip integration. 3D light confinement can be obtained in 2D photonic crystals by using the photonic band gap effect to confine light laterally and total internal reflection for vertical confinement.

An ideal 2D photonic crystal is homogeneous in \( z \) (real 2D photonic crystal devices will be patterned in slabs or membranes to ensure vertical confinement). Modes will oscillate in that direction with its wave vector \( k_z \) unrestricted. We can particularize Eq. 8 for this case, expressing the Bloch modes of a two-dimensional photonic crystal structure as a function of the mode index, \( n \), the in-plane and off-plane wave vectors, \( k_{||} \) and \( k_z \), and the projection of \( r \) in the \( xy \) plane, \( \rho \):

\[ H_{(n,k_z,k_{||})}(r) = e^{ik_{||}\rho} e^{ik_zz} u_{(n,k_z,k_{||})}(\rho) \]  

Fig. 7. Modes propagating parallel to the plane of periodicity \( xy \) \((k_z=0)\), can be classified in transverse electric (TE) and transverse magnetic (TM) in two dimensional photonic crystals.
Modes propagating parallel to the periodicity plane have \( k_z = 0 \) and possess mirror symmetry through that plane. This allows us to classify modes in transverse electric (TE) and transverse magnetic (TM), having the electric field (E) in plane and the magnetic field (H) polarized in \( z \) and vice versa.

In Fig. 8 the computed TE band structure for a two-dimensional photonic crystal made of air holes on silicon substrate is represented, accompanied by its transmission diagram. It is noticeable that transmission is zero at the photonic band gap frequencies. This type of arrangement, under certain conditions on index contrast and holes radii, presents a photonic band gap for TE and TM polarizations. Nonetheless, typically only TE polarized light is used since TE band gap is larger and therefore confinement will be stronger.

Several concepts must be clarified to be able to interpret this diagram correctly. First, notice that the wave vector in the plane of periodicity, \( \mathbf{k}_{||} \), is indexed in four points (Γ, M, K, Γ), representing the limits of the irreducible Brillouin zone for this particular structure. A complete description of Brillouin zone is given in the Appendix B of (Joannopoulos et al., 2008). Here we will just mention that the Brillouin zone is a primitive cell in the reciprocal lattice, the Fourier transform of the spatial function of the original lattice. The irreducible Brillouin zone is the first Brillouin zone reduced by all symmetries in the point group of the lattice, i.e. all periodicity- and symmetry-imposed redundancies in \( k \) are avoided. Secondly, the frequency is given in dimensionless units \( \omega a / 2 \pi c \), or equivalently \( a / \lambda \). By normalizing all magnitudes, the frequency and the holes radii in this case, by the lattice period \( a \) it is possible to explore the inherent scalability of photonic crystals. If the given structure had \( a = 1 \mu m \), the middle of the band gap \( \omega_m = 0.3 \) would be at a wavelength \( \lambda = 1 / 0.3 = 3.33 \mu m \). If one wanted to set the middle of the band gap at the third window of communications, \( \lambda = 1550 \text{nm} \), it would suffice with setting \( a = 0.3 \cdot 1550 = 465 \text{nm} \).

Fig. 8. Band structure and transmission diagram of a 2D photonic crystal made of air holes on silicon. The lattice period is \( a \), the dielectric constant is \( \varepsilon = 11.9716 \) and the hole radii \( r = 0.36 \cdot a \).
3.2 Slow light photonic crystal waveguides and cavities

Unmodified photonic crystal structures, as the ones in the previous section, present a series of applications originating from the existence of a photonic band gap, as wavelength selective mirrors or stop-band filters. However, to fully exploit photonic crystal capacities for modelling electromagnetic propagation, one has to resort to the creation of defects within the otherwise perfectly periodic structure. Punctual and linear defects within the photonic crystal allow for tight confinement of light, at band gap frequencies, inside cavities and waveguides.

3.2.1 Photonic crystal slow-light waveguides

The band diagram of a photonic crystal waveguide on a two dimensional photonic crystal is shown in Fig.9. The periodicity has been broken in the $y$ direction, due to the introduction of the linear defect, and thence only $k_x$ is conserved. Therefore, the modes are not represented anymore over the irreducible Brillouin zone. Their projection on $k_x$ is depicted instead. One can create a photonic crystal waveguide by simply removing a single row of holes. Such a waveguide, normally referred as $W_1$, results in the appearance of a number of defect modes within the photonic band gap. As monomode behaviour is desirable, narrowing the waveguide is normally required. By reducing the width of $W_1$ by a factor of 0.7, one gets a single defect mode within the band gap, the red-coloured band in Fig.9. Lateral confinement of the defect mode within the waveguide is ensured by the photonic bandgap, as the electric field density simulation in Fig.10 proves. Vertical confinement of light within the slab is achieved by total internal reflection at the interface between the high-dielectric constant slab and the surrounding air. The blue region in Fig. 9 represents the so called light cone, i.e. those extended modes propagating in air and not confined within the slab.

![Fig. 9. Band diagram of a photonic crystal waveguide on a high-dielectric constant slab.](image-url)
Group velocity is given by Eq. 1, i.e. by the slope of the modes appearing in the dispersion diagram. Computed group velocity for light pulses coupled to the defect mode is depicted in Fig. 11. The top graphic represents $v_g$ as a function of the longitudinal wave vector $kx$ for the guided mode. It is noticeable that the group velocity is zero at the edges of the band and for certain wavelengths. Unfortunately, these working regions are not desirable in practice. At the band edges, any fluctuation in the structure, due to fabrication imperfections, causes oscillations between guided and not guided states. Moreover, the operational bandwidth for this ultra-low velocity is very small due to group velocity dispersion and higher-order dispersion. Special designs have been proposed to minimize dispersion and enable higher bandwidths (Baba, 2008; O’Faolain, 2009). The bottom graphic at Fig. 11 shows guided mode $v_g$ as a function of wavelength. By setting the lattice period $a$ equal to 500nm the band gap is located around the third communications window. Since we are interested in guided modes and not in modes extended in air, we must only consider those frequencies out of the Light cone. These correspond to wavelengths superior to 1.4 $\mu$m.

Our group is working on optimized waveguide designs trying to achieve a balance between reduced group velocity and bandwidth. The waveguide depicted in Fig.12 has been created by diminishing the radii of a row of holes and filling it with a material of $\varepsilon=7$. Furthermore, to achieve monomode behaviour the waveguide width has been reduced by a factor of 0.64 (Andonegui et al., 2011). Group velocities of $c/100$ are achieved for a 33% of the k-vector space, achieving a good balance between low information velocity and bandwidth.

### 3.2.2 Photonic crystal cavities

The group velocity-bandwidth trade-off of photonic crystal waveguides can also be addressed by coupling a series of punctual defects (cavities) within the photonic band gap material. High quality factor (Q) photonic crystal cavities are capable to store photons for a relative long time in an extremely small volume. A high-Q photonic crystal cavity is the basic block of the so called coupled-resonator optical waveguides (CROWs). Remarkable achievements have been done in this field, as in (Notomi et al., 2008), where more than 100 high-Q cavities were coupled, achieving $v_g$ of $c/170$ in pulse propagation experiments and notable storage capacity.
Fig. 11. Group velocity of light pulses coupled to the defect mode confined within the waveguide as a function of wave vector $k_x$ (top) and as a function of wavelength (bottom).

Fig. 12. Optimized photonic crystal waveguide on a triangular lattice of air holes on silicon with $d_1=0.51\cdot a$, $d_2=0.76\cdot a$, $W=0.64\cdot W$ (left) and group velocity of the defect mode (right).

By introducing a punctual defect the periodicity in both $x$ and $y$ direction is broken and therefore $k$ vector is not conserved in any direction. Consequently, the band structure of a cavity is naïve and it is not usually represented. Nevertheless, it is very instructive to visualize the shape of the defect mode confined in the cavity, as in Fig. 13. Notice that the defect mode is parallel to the $k$-axis, giving useful information: a single resonant frequency remains confined into the cavity with zero group velocity, as illustrated in Fig. 14.

A more sophisticated cavity consisting on a missing hole and a gradual change of surrounding holes radii is shown in the design of Fig. 15. The cavity is adjacent to a waveguide so that the
light at certain resonant frequency can be coupled from the waveguide to the cavity. This light will be coupled back from the waveguide to the cavity after a time, $t_{\text{storage}}$, proportional to $Q$.

Fig. 13. Band diagram of a photonic crystal cavity on a high-dielectric constant slab.

Fig. 14. Amplitude of the $H_y$ component of the optical field confined within the cavity.

3.2.3 Tunability of photonic crystal slow light structures

Fast and fine device tunability is a requirement for many applications of slow light, e.g. for optical buffer memories. Fast reconfiguration of the photonic crystal device can be achieved by a variety of effects: by using thermo-optical effect, electro-optic effect, or carrier injection among others. Along this section, we show how photonic crystal waveguides and cavities can be fast and efficiently tuned by exploiting Pockels effect.

Lithium niobate (LiNbO$_3$) is an anisotropic crystalline material, i.e. its refractive index depends on the crystal axis direction. Consequently its response to the electro-optic effect is given by a matrix of coefficients giving the electro-optic response for each direction. LiNbO$_3$ index response to an applied field along the $z$ axis, depicted in Fig.16, is given by the expression
Fig. 15. a) Dielectric constant structure of a cavity coupled to a waveguide on a 2D triangular lattice of holes in lithium niobate; b) DFT of H; c) Transmission diagram over wavelength and detail of the resonance and surrounding wavelengths.

\[ \Delta n = \left( \frac{n^3}{2} \right) r_{33} \left( \frac{V}{d} \right) \]  

(10)

where \( r_{33} \) is one of the matrix component and \( d \) is the electrode width. A refractive index change of \( \Delta n = 1 \times 10^{-3} \) is given by an electric field of \( \Delta E_0 = -6.45 \text{ V/\mu m} \). Taking into account that electrode width will be of the order of half a micron, small electric fields will be needed to achieve tunability.

We subsequently consider the appliance of an incremental electric field, by steps of \(|\Delta E_0| = 64.5 \text{ mV/\mu m}\), to a LiNbO\(_3\) slab patterned with a 2D photonic crystal. This generates refractive index changes from \( 10^{-5} \) to \( 10^{-1} \), later we will see how only a range of these index changes is achievable in practice. This is achieved by a means of a voltage supplied to electrodes placed on the surface of the photonic crystal device, as in the inset of Fig.15.

First, we pay attention to waveguides reconfigurability. The red line in the band diagram of Fig.9 represented the frequencies of the defect mode guided within the waveguide as a function of the longitudinal wave vector. The group velocity of the guided mode was also computed and represented in Fig.11. Now, we explore how the group velocity of the signals coupled to this mode can be dynamically switched. The graphic in Fig.17 is evidence for the
defect mode frequency shift as a response to a refractive index change originating from the supplied voltage. When light at a proper wavelength proceeding from a narrow-width optical source (laser) is launched into the slow light device, it couples to the guided mode.

Fig. 16. Lithium niobate refractive index response to an electric field applied due to Pockels effect. The inset shows how to exploit this effect by applying a voltage to the electrodes placed on the lateral sides of the waveguide.

Depending on the source frequency (or wavelength) the signal will propagate with a given group velocity as given by the graphics in Fig.11. At this point, if a voltage is applied to the device electrodes, the mode shifts in frequency but the injected frequency remains the same. In consequence, the signal is switched to another velocity regime or even from a guided- to a non-guided regime. This simple mechanism enables a plurality of device applications from tunable delay lines to transistors, modulators or tunable filters.

Fig. 17. Frequency shift of a photonic crystal waveguide guided mode as a function of refractive index change stimulated by Pockels effect.
The reconfiguration possibilities of waveguides are somehow limited when compared with that of the cavities. The reconfiguration capabilities of the photonic crystal cavity proposed in Fig. 15 via electro-optic effects are presented next. Recall that the cavity had a resonant frequency at around 1500nm, precisely at 1499.1nm. We alter the refractive index of the photonic crystal material from 0 to 0.1 in steps of $10^{-3}$ by exploiting Pockels. The overlap of transmission spectra for different refractive index values proves the resonant wavelength red-shift. This diagram resulting from our FDTD simulations is presented in Fig. 18. Subsequently we have focused in index changes achievable for reasonable values of applied electric field in normal applications, i.e. from 0.1 to 10MV/μm. This reduces the range of achievable index changes to values up to $1.55 \times 10^{-3}$. In Fig. 19 we represent the computed cavity resonant wavelengths as a function of the index change generated by Pockels effect using realistic electric field values. This simulation results are the proof of the concept of fast (switching time below 1 ns) and efficient (every $|\Delta E_0| = 64.5$ mV/μm implies $\Delta = 6$ pm) reconfigurability.

**Fig. 18.** Overlapped transmission spectrum for refractive index increments of $\Delta n = (0, 0.001, 0.01, 0.1)$

**Fig. 19.** Resonant wavelength versus refractive index change for the photonic crystal cavity shown in Fig. 15.
3.3 Computational methods and fabrication techniques

Substantial work has been done to provide numerical solution of Maxwell equations. In this subsection a rough idea on the different computational methods to solve photonic crystal problems is given, for a broader notion we refer the reader to (Joannopoulos et al., 2008).

As a first approach, one can divide computational methods in frequency domain methods and time-domain methods, each of them useful for solving different problems typologies. Frequency domain methods are used to solve problems such as the computation of band diagrams and stationary mode profiles. On the other side, time-domain methods are better suited to perform computations involving time evolution of fields, such as transmission and reflection spectra or resonant cavities decay in time. Numerical methods can be alternatively classified on the basis of the used discretization schemes in: finite differences, finite elements, boundary-element and spectral methods.

Several commercial and open-source software packages implementing different numerical methods are available for computational photonics. Just to cite a few of these free-software products we will mention MPB (using plane wave expansion frequency-domain method) and Meep (implementing finite differences in time domain) MIT’s packages and CAMFR (based in eigenmode expansion and advanced boundary conditions like perfectly matched layers).

Next, a coarse notion on the fabrication techniques to synthesize photonic crystals is given. A good set of references about 3D and 2D photonic crystal fabrication techniques is given in (Skorobogatiy & Yang, 2009). It has to be noticed that, in spite of its outstanding potential, photonic crystals mostly remain at research stage and this is mostly due to current technological limitations of fabrication techniques. Focused Ion Beam (FIB) and electron beam (e-beam) lithography combined with reactive ion-etching (RIE) are two the methods used in laboratories for high accuracy and high-resolution fabrication of planar 2D photonic crystals. However, it is necessary to start moving photonic crystal technology out of the laboratory and onto the production floor for building photonic devices for practical applications. Recent advances in nano-imprint lithography are fulfilling this goal (Kreindl et al., 2010).

4. Conclusion

Photonic band gap materials are a powerful tool for tailoring light propagation properties. This Chapter has put the emphasis on the control over the signal group velocity given the wide range of applications enabled by slow light. All slow light techniques reviewed rely on slowing down the information or the energy transported by light signals, more than on slowing the photons themselves.

Among the plurality of foreseen slow-light applications we have mainly highlighted two due to its high technological and societal expected impact. The development of optical buffer memories is of utmost importance for the deployment of all-optical networks. Slow light is a promising approach for fast, scalable and low-power consuming on-chip optical buffers. Given the state of the art of the technology, nowadays, such devices cannot replace electronic RAMs in their current functions; however major breakthroughs are still expected in this field. Concerning slow light application to biosensing, not so bandwidth demanding and less affected by losses, near future commercial prospects are encouraging.
Slow light engineered structures perform better than material-based methods for high bandwidths. On the other hand, their feasibility into devices for practical applications is higher, due to the materials employed and their operation conditions. In particular, photonic crystals are proving to be a suitable technology to take slow light into practice. Small operating power, compact footprint, and the possibility of monolithic integration with electronics and CMOS fabrication are some of their strong points. Along this Chapter the capabilities of fast and efficient switching using electro-optic effects have been justified on the basis of computing and simulations.

So far our work in this field has been focused on high-index contrast photonic crystal structures, exploiting the use of materials as silicon and lithium niobate. Our future research lines will explore the use of intelligent materials such as hydrogel polymers and chalcogenide glass (Eggleton et al., 2011), in order to achieve added functionalities to the photonic crystal devices.

In spite of all these promising and almost magic properties of photonic band gap materials, they still remain at research stage. Some difficulties such as high propagation losses in the slow light regime, dispersive effects, coupling inefficiencies and fabrication roughness or inaccuracies are somehow hampering their evolution to commercial devices. Recent advances in dispersion engineering and loss reduction-oriented design approaches, together with the continuous improvement of fabrication processes, are taking slow light in photonic crystal closer to practical applications. In addition to this, the refinement of nanoimprint lithography, as an alternative for accurate mass production, herald a brighter future for real slow-light photonic crystal devices.
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The new emerging field of photonics has significantly attracted the interest of many societies, professionals and researchers around the world. The great importance of this field is due to its applicability and possible utilization in almost all scientific and industrial areas. This book presents some advanced research topics in photonics. It consists of 16 chapters organized into three sections: Integrated Photonics, Photonic Materials and Photonic Applications. It can be said that this book is a good contribution for paving the way for further innovations in photonic technology. The chapters have been written and reviewed by well-experienced researchers in their fields. In their contributions they demonstrated the most profound knowledge and expertise for interested individuals in this expanding field. The book will be a good reference for experienced professionals, academics and researchers as well as young researchers only starting their carrier in this field.
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