Diaschisis, Degeneration, and Adaptive Plasticity After Focal Ischemic Stroke

Bernice Sist, Sam Joshva Baskar Jesudasan and Ian R. Winship
Centre for Neuroscience and Department of Psychiatry, University of Alberta, Canada

1. Introduction

Focal stroke refers to sudden brain dysfunction due to an interruption of blood supply to a particular region of the brain. An ischemic stroke (~80% of focal strokes) occurs due to a blockage of a blood vessel, typically by a blood clot, whereas a haemorrhagic stroke results from rupture of a cerebral blood vessel and the resulting accumulation of blood in the brain parenchyma. Symptoms of stroke will vary depending on the size and location of the tissue damaged by the reduced blood flow (the infarct), but common symptoms include sudden weakness of the limbs or face, trouble speaking or understanding speech, impaired vision, headache and dizziness. According to the World Health Organization (WHO), more than 15 million people suffer a stroke each year, of which five million people will die. Stroke is a leading cause of chronic adult disability worldwide, and the majority of those who survive their stroke (more than five million people per year) are left with permanent sensorimotor disabilities, which may include loss of strength, sensation, coordination or balance (with the nature and severity of disability depending on the location and size of the lesion).

Despite the significant societal and personal cost of stroke, treatment options remain limited. Currently, only recombinant tissue-type plasminogen activator (rtPA), a serine proteinase, has proved effective in treating ischemic stroke in clinical trials (NINDS, 1995). Thrombolysis after rtPA administration occurs as a result of plasminogen being converted to plasmin by rtPA. The plasmin then participates in the degradation of fibrin to restore blood flow to territories downstream of the occlusion. Unfortunately, few patients are treated with rtPA, in part due to it short therapeutic window of 4.5 hours (relative to delays in symptom recognition, transport, and triaging) after ischemic onset (Lansberg et al., 2009; Kaur et al., 2004; Clark et al., 1999; Del Zoppo et al., 2009). Moreover, rtPA is ineffective for many patients treated within its therapeutic window, particularly with respect to middle cerebral artery occlusion (MCAo), the most common cause of focal ischemic stroke (Kaur et al., 2004; Seitz et al., 2011). Given the limited treatment options for stroke, an improved understanding of its pathophysiology and the brain's endogenous mechanisms for neuroprotection, brain repair and neuroanatomical rewiring is important to developing new strategies and improving stroke care.

While death and disability due to stroke can be predicted based on the size and location of the infarct, damage due to stroke extends beyond the ischemic territories. Moreover, while treatment options remain limited, partial recovery after stroke occurs due to adaptive changes (plasticity) in brain structure and function that allow uninjured brain regions to
adopt the function of neural tissue destroyed by ischemia (Winship and Murphy, 2009; C.E. Brown and Murphy, 2008). While pathological and adaptive changes that occur in peri-infarct cortex have been well characterized, less research has examined adaptive and maladaptive changes distal to the infarct. In this chapter, we will review the pathophysiology that leads to expansion of the infarct into surrounding peri-infarct tissue, diaschisis and degeneration in distal but anatomically connected regions, and the adaptive changes that occur distal to the infarct after focal stroke.

Fig. 1. Timeline of stroke-induced degeneration, dysfunction and adaptive plasticity. During ischemia, several processes lead to development of an infarct core and expansion of this core into penumbral tissue (grey bars). Metabolic failure in the core of the ischemic territory leads to rapid and irreversible cell death (necrosis), while inflammation and peri-infarct depolarizations can induce delayed cell death (through apoptosis) in cells in the penumbra over the following days and weeks. Focal stroke can also induce degeneration and dysfunction in regions far from the infarct (blue bars). Brain dysfunction distal to the stroke (diaschisis) can appear soon after ischemia and persist for weeks, and includes changes in blood flow, metabolism, and altered inhibitory neurotransmission remote from the infarct. Similarly, remote to the site of injury, axons from neurons in the infarct core degenerate, inducing inflammation that can trigger secondary damage and atrophy in structures with neuroanatomical links to the infarct. Finally, adaptive plasticity induced by the stroke can occur immediately following ischemia and persist for months (red bars). Functional unmasking of existing connections can lead to rapid redistribution of some function lost to the infarct, and changes in glutamatergic transmission and long-term potentiation have been reported in peri-infarct cortex and beyond in the first week after stroke. Neuroanatomical rewiring to compensate for lost connections starts days after ischemia and persists for months, allowing functional representations lost to stroke to remap to new locations in the weeks and months after this initial insult.
2. Mechanisms of cell death and infarct growth after ischemic stroke

At the centre of the stroke, the “ischemic core”, brain damage is fast and irreversible as reduced blood flow leads to the activation of proteolytic enzymes, degradation of the cytoskeleton, cytotoxic swelling, and peroxidation of membrane lipids (Witte et al., 2000). As blood flow within the core drops below 20% of normal flow rates, metabolic failure leads to anoxic depolarization and activation of the “ischemic cascade” that triggers neuronal death beginning within minutes of ischemic onset (Dirnagl et al., 1999; Hossmann, 1994; Witte et al., 2000). Reduced blood flow decreases delivery of oxygen and glucose to the brain, which leads to reduced production of adenosine triphosphate (ATP) and failure of energy dependent membrane receptors, ion channels and ionic pumps. These failures lead to collapse of transmembrane potential as ions such as sodium (Na+), potassium (K+) and calcium (Ca²⁺) flow freely down their concentration gradients, leading to anoxic depolarization and the release of additional excitatory neurotransmitters (primarily glutamate). The resulting excitotoxicity is potentiated by the disruption of energy dependent glutamate reuptake from the synaptic cleft, and the ensuing activation of the glutamatergic N-methyl-D-amino (NMDA) receptor and the alpha-amino-3-hydroxy-5-methyl-4-isoxazole-propionic acid (AMPA) receptor lead to further depolarization and excitotoxicity. Water begins to enter the cells in response to change in ion concentrations, producing cytotoxic oedema, a pathophysiological marker of ischemia.

Intracellular increases in Ca²⁺ concentration are particularly important regulators of cell death in the ischemic core due to the role Ca²⁺ plays as a second messenger. Ca²⁺ increases activate multiple signalling pathways that contribute to cell death, including enhancing the production of nitric oxide (NO). NO is an intracellular messenger important for the normal physiology of an organism, with a well-characterized role in regulating circulation (Huang, 1994; Dirnagl et al., 1999). NO production is regulated by nitric oxide synthase (NOS), a Ca²⁺ dependent enzyme. Following ischemia, increased activation of NOS can lead to neurotoxic levels of NO (A.T. Brown et al., 1995; Dirnagl et al., 1999; Danton and Dietrich, 2003). During initial stages of ischemia, NO produced by endothelial NOS triggers arterial dilation near the region of occlusion, thereby increasing blood flow and increases the chance of survival of the penumbra. However, NO can react with a superoxide anion to form the highly reactive species peroxynitrite, which can react with and damage virtually any cellular component (Mergenthaler et al., 2004). Increases in NO can initiate cell death by inducing lipid oxidation chain reactions, which disrupt the lipid membranes of the mitochondria (Burwell and Brookes, 2008), or by causing energy failures by acting as an electron acceptor and thereby disrupting cellular respiration in the mitochondria (Bolaños et al., 1997; Brookes et al., 1999; Burwell and Brookes, 2008; Dirnagl et al., 1999). Moreover, these reactive species lead to peroxidation of the plasma, nuclear, and mitochondrial membranes, inducing DNA damage and cell lysis. Beyond their direct effects on cell death, increased levels of reactive oxygen and nitrogen species also induce release of pro-inflammatory factors from immune cells, leading to inflammation and expansion of the stroke core (discussed further in Section 2.2) (Lai and Todd, 2006; Jin et al., 2010; Vila et al., 2000, 2003).

Surrounding the stroke core is a band of tissue referred to as the penumbra, in which blood flow is partially preserved due to redundant collateral circulation. While this tissue is somewhat ischemic, neurons here can be saved from death by reperfusion or neuroprotective treatments soon after ischemic onset. The brain maintains independent thresholds for functional integrity and structural integrity, thereby keeping a gradient of cell
viability after ischemic insults. The threshold for functional integrity and that of structural integrity are governed by two key factors: the residual flow rate of blood and duration of reduced flow (Heiss and Graf, 1994). Since the threshold for functional integrity is higher than that for structural integrity, the neurons in the penumbra are electrically silent but still able to maintain ion homeostasis and structural integrity (Astrup et al., 1981; Ferrer and Planas, 2003; Heiss and Graf, 1994; Symon, 1975; Hossmann, 1994). However, viability in the penumbra is variable and time dependent, and a number of processes lead to cell death and expansion of the infarct core into the penumbra. Three of these factors, peri-infarct depolarizations, inflammation, and apoptosis, are discussed below.

2.1 Peri-infarct depolarizations
Excitotoxicity and anoxic depolarizations caused by ischemia increase extracellular glutamate and potassium levels in the stroke core, which may then diffuse into penumbral regions and trigger depolarization of the resident neurons and glia (Mergenthaler et al., 2004). A propagating wave of depolarization moving away from the core is initiated and places additional stress on the metabolically compromised cells in the penumbra. These depolarizations can occur several times per hour during acute stroke (Busch et al., 1996; Wolf et al., 1997). Since there are fluctuations in blood flow which compromise oxygen and glucose supply, depolarizations within the peri-infarct cortex contribute to energy failure and cell death, leading to the growth of the infarct core over time (Back et al., 1996). Recent data from animal models suggests that ischemic depolarizations are accompanied by intracellular Ca$_{2+}$ accumulation and a loss of synaptic integrity (Murphy et al., 2008). Murphy et al. (2008) demonstrated that ischemic depolarizations and increases in intracellular calcium were glutamate receptor independent and suggested that these depolarizations were the major ionic event associated with the degeneration of synaptic structure early after ischemic onset. Notably, persistent depolarizations resembling anoxic depolarization and transient depolarizations resembling recurrent peri-infarct depolarizations emerge not only in cortex, but also occur in striatal gray matter, suggesting that infarct expansion due to peri-infarct depolarization extends beyond the cortex (Umegaki et al., 2005).

2.2 Inflammation and infarct growth
Inflammation is a non-specific physiological response to infection or injury. The central nervous system is often labeled as "immune privileged" due to the presence of a blood brain barrier that separates it from the periphery and prevents entry of most infectious materials into the brain. However, inflammation after brain injury is characterized by the infiltration and proliferation of immune cells in an attempt to eliminate cellular debris and pathogens, and the secretion of chemokines and pro- and/or anti-inflammatory cytokines. After stroke, the inflammatory response contributes to cell death and infarct growth for days after ischemic onset (Dirnagl et al., 1999). Leukocytes, monocytes, neurons, and glial cells (microglia and astrocytes) all participate in the inflammatory response to stroke. During ischemia, leukocytes aggregate and adhere to the vascular endothelium, in part due to increased release of chemokines such as monocyte chemo attractant protein 1 (MCP1) and adhesion molecules such as selectins in ischemic territories (Danton and Dietrich, 2003; Mergenthaler et al., 2004). Following ischemia, endothelial cells increase their expression of selectin, which promotes cellular interactions with leukocytes and aggregates of leukocytes that accumulate platelets and fibrin and thereby occlude vessels, reduce perfusion and contribute to the expansion of the infarct (Ritter, 2000; Danton and Dietrich, 2003).
Glial cells are major contributors to post-stroke inflammation. As the resident immune cells of the brain, microglia serve to monitor the brain microenvironment for injury or infection. After stroke, microglia become activated and migrate to the stroke penumbra. Therein, they assume an activated morphology and participate (along with leukocytes, neurons, and astrocytes) in modulating inflammation through the secretion of pro- and anti-inflammatory cytokines.

Cytokines are small glycoproteins and able to trigger multiple signaling pathways relevant to cell death. Cytokines are important mediators of apoptosis (programmed cell death) during stroke. In the hours following stroke, microglia transform from surveying the microenvironment in a ramified “resting state” into an amoeboid phagocytotic state, scavenging for debris and secreting cytotoxic and pro-inflammatory factors such as interleukin-1 (IL-1), interleukin-6 (IL-6) and tumor necrosis factor alpha (TNF-α) (Danton and Dietrich, 2003; J.J. Legos et al., 2000; E. Tarkowski et al., 1999). Within the first 24 hours after stroke, amoeboid microglia and macrophages expressing high levels of interleukin-1 beta (IL-1β) accumulate at the border of the infarct area (Clausen et al., 2008; Mabuchi et al., 2000). The interleukin-1 family of cytokines has multiple members that mediate degeneration following ischemic stroke. Evidence for the importance of interleukin-1 alpha (IL-1α) and IL-1β has been confirmed by studies that demonstrate that deleting both cytokines can reduce infarct volume (Boutin et al., 2001). IL-1α is an important modulator of cerebrovascular inflammation and induces activation of endothelial cells and expression of adhesion molecules, allowing leukocytes and neutrophils to enter the central nervous system and increase secretion of pro-inflammatory cytokines and production of reactive oxygen species (Jin et al., 2010; Thornton et al., 2010). TNF-α released by immune cells binds to the TNF type 1 receptor, inducing the recruitment of adaptor proteins that influence multiple distinct signaling pathways. These adaptor proteins can enhance inflammation or lead to apoptosis by increasing the adhesion of leukocytes and elevating release of IL-1, NO, or other inflammatory mediators (Hallenbeck, 2002; Lykke et al., 2009). Conversely, the same signaling pathways can lead to the transduction of a cell survival signal, perhaps in response to activation at different receptor subtypes (Hallenbeck, 2002; Lykke et al., 2009).

Similarly, activated immune cells also secrete anti-inflammatory cytokines (TNF-p1, IL-10) under some conditions, reinforcing the complexity of the inflammatory response as it relates to cell death (Mergenthaler et al., 2004).

2.3 Apoptosis

Following cerebral ischemia, both necrotic and apoptotic cell death contribute to ultimate lesion volume. Necrosis is a passive process confined to the ischemic core where cell death is fast and characterized by the loss of membrane integrity, abnormal morphology of organelles and cellular swelling (Bredesen, 2000; Ferrer and Planas, 2003). Programmed cell death, or apoptosis, is an energy dependent process that occurs in cells distributed throughout the penumbra that involves translation of proteins to facilitate an “orderly” cell death process. Apoptosis is the systematic degradation of a cell in response to injury and is characterized by the condensation of chromatin, nuclear fragmentation, preserved membrane integrity and blebbing of the plasma membrane (apoptotic bodies) (Bredesen, 2000).

Apoptosis can be triggered through an intrinsic pathway or an extrinsic pathway. The intrinsic apoptotic signaling pathway is due to the disruption of mitochondrial transmembrane potential and integrity, which can be induced through multiple pro-apoptotic pathways (Ferri and Kroemer, 2001). The mitochondria produce reactive oxygen
species after injury or excessive Ca\(^{2+}\) influx, such as might occur due to excitotoxicity or persistent NMDA receptor activation (Zipfel et al., 2000), causing disruption to the membrane permeability (Burwell and Brookes, 2008; Lewen et al., 2000; Zipfel et al., 2000). Changes in mitochondrial membrane permeability increase the release of pro-apoptotic factors including cytochrome c (Bredesen, 2000; Ferri and Kroemer, 2001; Garrido et al., 2006; Saelens et al., 2004; Vaux, 2011). The release of cytochrome c disrupts metabolism and energy production within the mitochondria, further exacerbating free radical production and release of cytochrome c (Burwell and Brookes, 2008; Lewen et al., 2000). High levels of oxidative stress will push cells towards necrosis while moderate levels will trigger apoptosis (Lewen et al., 2000). The release of cytochrome c into the cytosol also stimulates the assembly of apoptosomes, protein complexes that serve to activate cysteine-dependent aspartic acid proteases (caspases) (Ferri and Kroemer, 2001).

Caspases are the major regulators of apoptosis and have been categorized based on their function (Alnemri et al., 1996; Graham and Chen, 2001). Initiator caspases (caspase-2, -8, -9, -10) cleave the inactive pro-forms of effector caspases (caspase-3, -6, -7), allowing them to trigger apoptosis by cleaving multiple protein substrates and degrade DNA by activating nucleases (Fujiyama et al., 1998; Enari et al., 1998; Lewen et al., 2000; Mergenthaler et al., 2004). Caspases 1, 3, 8, and 9 are involved in inducing apoptosis during stroke, with caspase-1 involved in the early activation of cytokine release and caspase-3 central to the apoptotic signaling cascade (Mergenthaler et al., 2004; Ferrer and Planas, 2003). Blockage of caspase-3 function is associated with robust neuroprotection in animal models of stroke (Hara et al., 1997; Le et al., 2002).

The extrinsic apoptotic pathway also acts through the activation of caspases. The TNF class of cytokines are the major mediators of the extrinsic apoptotic pathway. Binding at the TNF receptors leads to caspase activation via the TNF receptor-associated death domain (TRADD) and the Fas-associated death domain protein (FADD) (Bredesen, 2000; Ferrer and Planas, 2003). Accordingly, elevated TNF-\(\alpha\) signaling increases caspase-3 mediated neuronal apoptosis and infarct volume after ischemic stroke (Emsley and Tyrell, 2002; Pettigrew et al., 2008). Conversely, blockade of TNF-\(\alpha\) via TNF-binding proteins has been demonstrated to be neuroprotective during cerebral ischemia (Nawashiro et al., 1997).

3. Diaschisis and degeneration distal to the infarct

While the size and location of the stroke core and the expansion of the infarct accounts for much of the death and disability due to stroke, focal ischemia induces widespread changes in the brain, even in non-ischemic territories. In this section, we will examine dysfunction and degeneration induced by focal stroke in regions that are anatomically connected but distal to the infarct.

3.1 Diaschisis after stroke

Diaschisis is defined as brain dysfunction in a region of the brain distal to a site of injury that is anatomical connected to the damaged area. While functional deafferentiation is thought to be the primary mechanism of diascisis (Finger et al., 2004), it is influenced by a number of factors. In stroke, brain swelling and spreading depression as well as neuroanatomical disconnection contribute to diaschisis that can manifest as altered neuronal excitability or neurotransmitter receptor expression, hypometabolism, and/or hypoperfusion in areas not directly damaged by ischemia.
Both cytotoxic and vasogenic oedema are induced by stroke, and persistent water accumulation occurs in the brain over the days following ischemia in animal models and human stroke patients (Witte et al., 2000). Oedema remote to the infarct can occur and may result from the migration of extravasated fluid and protein (Izumi et al., 2002). In the case of large strokes such as MCAo, acute brain swelling can directly compress the contralesional hemisphere and remote ipsilesional regions (O’Brien et al., 1974; Izumi et al., 2002). The effects of widespread brain swelling are multifold, inducing secondary damage directly through physical compression and inducing secondary hypoperfusion and ischemia due to compression of low resistance vasculature (Witte et al., 2000).

Reductions in cerebral blood flow on the side of the brain opposite of an ischemic insult have been reported in stroke patients since the 1960s (Kempsky et al., 1961; Hoedt-Rasmussen and Skinhoj, 1964). Local measurement of cerebral blood flow confirmed this reduction in perfusion in sites remote from the infarct, including the contralesional hemisphere, and demonstrated a progressive decline in blood flow in both hemispheres during the first week after infarction in most stroke patients (Slater et al., 1977). Based on this progressive decline, Slater et al. (1977) suggested that diaschisis in the contralesional hemisphere involved a process more complex than simple destruction of axonal afferents, and proposed that a combination of decreased neuronal stimulation, loss of cerebral autoregulation, release of vasoactive compounds, and oedema, as well as other factors, led to the widespread and long-lasting changes in cerebral blood flow. Transhemispheric reductions in cerebral oxygen metabolism and cerebral blood flow have been confirmed using positron emission tomography (PET) and shown to correlate with the patients’ level of consciousness (Lenzi et al., 1982). Moreover, approximately 50% of patients exhibit “mirror diaschisis” during the first two weeks after stroke, as indicated by a decrease in oxygen metabolism and blood flow in the contralateral brain regions homotypical to the infarct (Lenzi et al., 1982). In addition to regional changes in blood flow, animal models have suggested that vasoreactivity (measured in response to hypercapnia) is impaired even in non-infarcted, non-penumbra brain regions (Dettmers et al., 1993).

Not surprisingly, in light of the changes in cerebral blood flow discussed above, widespread hypometabolism has been reported in human patients and animal models after focal stroke. In patients measured acutely and three weeks after MCAo, oxygen consumption measured by PET decreased throughout the ipsilesional hemisphere (including the thalamus and remote, non-ischemic tissue) between imaging sessions (Iglesias et al., 2000). Similarly, using small cortical strokes in rats, Carmichael et al. (2004) demonstrated impaired glucose metabolism (a direct reflection of neuronal activity) one day after stroke throughout ipsilesional cortex, striatum, and thalamus that was not associated with reductions in blood flow. The affected cortex was approximated 13X larger than the infarct and incorporated functionally related areas in the sensorimotor cortex. By eight days post-stroke, hypometabolism in the thalamus and striatum had resolved, but persisted in this ipsilesional cortex.

In addition to diffuse changes in the cerebral cortices, region specific diaschisis has been identified in the ipsilesional thalamus and contralateral cerebellum after stroke (Iglesias et al., 2000; De Reuck et al., 1995; Nagasawa et al., 1994; Baron et al., 1981). Decreased blood flow and metabolism in the contralateral cerebellum (typically called crossed cerebellar diaschisis, CCD) has been reported via a number of modalities (computed tomography (CT) and single photon emission CT, PET, and magnetic resonance imaging) after cerebral hemispheric infarction. CCD occurs within 6 hours of ischemic onset (Kamouchi et al., 2004).
and persists into the chronic phase of stroke recovery. In the acute phase (approximately 16 hours after onset) of stroke, CCD is not correlated with clinical outcome (Takasawa et al., 2002). However, CCD in the subacute period (approximately 10 days after stroke) is significantly correlated with performance on the Scandinavian Stroke Scale and Barthel Index (Takasawa et al., 2002). CCD varies according to the size and location of the cerebral infarction. Infarcts incorporating temporal association cortex and pyramidal tract of the corona radiata were correlated with CCD in the medial zone of the cerebellum, whereas lesions of the primary and supplementary motor cortex, premotor cortex, primary somatosensory cortex, and posterior limb of the internal capsule were associated with CCD in the intermediate cerebellum (Z. Liu et al., 2007). Finally, infarcts occupying the primary motor cortex, supplementary motor cortex, premotor cortex and genu of the internal capsule were associated with CCD in the lateral cerebellum (Z. Liu et al., 2007). Notably, CCD in the lateral and intermediate were found to be better predictors of clinical outcome.

As discussed in Section 2.1, peri-infarct depolarizations place tremendous metabolic stress on neurons in the penumbra and contribute to delayed cell death and infarct expansion. However, it is important to note that, at least in animal models, these depolarizations travel into healthy brain tissue throughout the ipsilesional hemisphere as waves of spreading depression (SD). SD moves through cortex at ~2-5 mm/minute and is characterized by local suppression of electrical activity and a large direct current (DC) shift associated with the redistribution of ions between the intracellular and extracellular space (Chuquet et al., 2007; Somjen, 2001). Even in non-ischemic regions, these waves induce significant metabolic stress, with an initial increase in brain metabolism followed by profound hypometabolism and transient changes in the expression of a number of neurotrophic and inflammatory cytokines and molecular signalling cascades (Witte et al., 2007). In vivo calcium imaging has demonstrated the SD is associated with calcium waves propagating through both neurons and astrocytes, and that these waves elicit vasoconstriction sufficient to stop capillary blood flow in affected cortex (Chuquet et al., 2007). Chuquet et al. (2007) suggest that SD propagation is driven by neuronal signals, while astrocyte waves are responsible for hemodynamic failure after SD.

In addition to changes in metabolism and blood flow, diaschisis is also reflected by direct changes in neuronal activity in regions of the brain remote to the ischemic infarct. While task-evoked blood oxygen level dependent (BOLD) signals (an indirect measure of neuronal activation) detected during functional magnetic resonance imaging (fMRI) are normal in areas of diaschisis (Fair et al., 2009), synaptic signalling and sensory-evoked activity may be impaired. For example, in patients with stroke affecting the striate cortex, visual activation (evidenced by fMRI BOLD signals) was reduced or absent in extrastriate cortex in the first 10 days after stroke (Brodtmann et al., 2007). Visually evoked activation was restored in these regions six months after infarction.

Numerous reports have identified significant changes in neuronal excitability throughout the brain after stroke. Mechanisms responsible for changes in electrical properties within the peri-infarct cortex have included fluctuations in cerebral blood flow (Dietrich et al., 2010) and disrupted balance of excitatory and inhibitory membrane receptors (Jolkkonen et al., 2003; Qü et al., 1998; Que et al., 1999; Schiene et al., 1996; Clarkson et al., 2010). Focal stroke produces a long-lasting impairment in gamma-aminobutyric acid (GABA) transmission in peri-infarct and contralesional cortex (Buchkremer-Ratzmann et al., 1996; Domann et al., 1993; Schiene et al., 1996; Wang, 2003). A massive upregulation of GABA\(_A\) receptor mRNA has been reported throughout the ipsilesional hemisphere in rats (Neumann-Haefelin et al., 1999) after targeted
cortical stroke. Translation of the GABA<sub>A</sub> receptor is impaired, however, such that GABA<sub>A</sub> receptor protein and binding are reduced and GABAergic inhibition (measured by paired pulse inhibition) is impaired in both cerebral hemispheres (Neumann-Haefelin et al., 1999; Buchkremer-Ratzmann et al., 1996, 1998; Buchkremer-Ratzmann and Witte, 1997a,b). This GABA<sub>A</sub> dysfunction would lead to cortical hyperexcitability, an assertion supported by in vivo recordings that identified increased spontaneous activity in neurons near the infarct (Schiene et al., 1996). Notably, long-lasting disinhibition of both the ipsi- and contralateral hemispheres has been reported in human stroke patients (Butefisch et al., 2003; Manganotti et al., 2008). This hyperexcitability may explain epileptic-like electrical activity often observed after ischemic stroke (Back et al., 1996). However, alterations in GABAergic inhibition appear to be more complex than a simple loss of GABA activity. Cortical GABAergic signalling contains both synaptic and extrasynaptic components, and these components are responsible for phasic and tonic inhibition, respectively (Clarkson et al., 2010). Reduced paired pulse inhibition would reflect a change in phasic inhibition, while more recent studies suggest that GABA<sub>A</sub>-mediated tonic (extrasynaptic) inhibition may be potentiated for at least two weeks after stroke, likely due to impaired function of GABA transporters (GAT-3/GAT-4) (Clarkson et al., 2010). Moreover, selectively blocking tonic inhibition produces an early and sustained restoration of sensorimotor function, suggesting that counteracting heightened tonic inhibition after stroke may promote recovery in stroke patients (Clarkson et al., 2010).

3.2 Degeneration of areas distal to infarct

Regions that participate in post-stroke plasticity (to be discussed further in Section 4) typically share an anatomical connection with the brain region damaged by stroke. In a similar manner, focal damage in one area of the brain can lead to dysfunction and degeneration in neuroanatomically related brain areas.

Diffusion tensor imaging (DTI) (Basser et al., 1994) and tractography (Jones et al., 1999; Mori et al., 1999) are powerful new tools for evaluating white matter structure in human stroke patients in vivo. Changes in fractional anisotropy (FA), a DTI-derived measure of white matter microstructure (Beaulieu, 2002) can be used to map Wallerian and retrograde degeneration (Pierpaoli et al., 2001; Werring et al., 2000) or measure potentially beneficial changes in white matter structure (Crofts et al., 2011). DTI is a type of magnetic resonance imaging developed in the 1980s and involves the measurement of water diffusion rate and directionality, combined together to give what is called a tensor (Le Bihan et al., 2001). Tractography or fibre tracking is achieved by combining tensors mathematically. Since water preferentially diffuses along the orientation of white matter tracts, tractography can be used to assess the integrity of major white matter tracts such as the CST. DTI may be useful for predicting motor impairments early after an ischemic event, since changes in water diffusion are observable early after ischemic onset (Moseley, 1990; Le Bihan et al., 2001). A recent study using DTI and computational network analysis revealed widespread changes in “communicability” based on white matter degeneration in stroke patients (Crofts et al., 2011). Communicability represents a measure of the integrity of both direct and indirect white matter connections between regions. Not surprisingly, reduced communicability was found in the ipsilesional hemisphere. However, communicability was also reduced in homotypical locations in the contralateral hemisphere, a finding that Croft et al. (2011) interpreted as evidence of secondary degeneration of white matter pathways in remote regions with direct or indirect connections with the infarcted territory. Notably, the authors also identified regions with increased communicability indicative of adaptive plasticity.
Thalamic atrophy has also been reported in the months following infarct in human stroke patients (Tamura et al., 1991). The thalamus is a main relay station for sensory afferents from multiple sensory modalities ascending to the cortex. Within the ventral nuclear group of the thalamus are the ventroposteromedial nucleus, a primary relay station for facial somatosensation, as well as the ventroposterolateral nucleus, the relay station somatosensation of the limbs and the body (Platz, 1994 and Steriade, 1988; Binkofski et al., 1996). After stroke, the ipsilesional thalamus exhibits hypometabolism and atrophy, likely due to a loss of cortical afferents and efferents (Binkofski et al., 2004; Fujie et al., 1990; Tamura et al., 1991). Dependent upon lesion size and location, one or both nuclei may contain neurons with shrunken cytoplasm and abnormal nuclei as well as elevated infiltration of microglia (Dihne et al., 2002; Iizuka et al., 1990). Although the majority of excitatory and inhibitory receptors lost originate from the ischemic core, a small but significant number of receptors are also lost in the retrogradely affected thalamic nuclei (Qü et al., 1998). Receptor densities are not affected in the contralateral thalamic nuclei (Qü et al., 1998). Thalamic degeneration after stroke appears to be progressive. Two weeks after MCAo in rats, ipsilesional thalamic volume is 87% of the contralateral thalamus, and falls to 77% at one month, 54% at three and six months (Fujie et al., 1990). This progressive atrophy likely results from degeneration of corticothalamic and thalamocortical pathways linking the thalamus to the infarcted cortex (Fujie et al., 1990; Iizuka et al., 1990; Tamura et al., 1991; Qü et al., 1998). Interestingly, vascular remodelling and neurogenesis in thalamic nuclei is enhanced in response to the secondary thalamic damage due to a cortical infarct (Ling et al., 2009).

3.3 Degeneration in the spinal cord
Following spinal cord injury, the inflammatory response leads to cell death and scar formation and damage of previously healthy tissue by cytotoxic inflammatory by-products (Hagg and Oudega, 2006; Weishaupt et al., 2010). As such, spinal cord injury is followed by degeneration of axons below the site of injury that are disconnected from their cell bodies. This is termed Wallerian degeneration (WD) as first described in 1850 by Waller. WD exhibits the following stereotypical course: (i) degeneration of axonal structures in the days following injury, (ii) infiltration of macrophages and degradation of myelin and (iii) gradual fibrosis and atrophy of fibre tracts. WD can affect many tracts including the corticothalamic tract, thalamocortical tract, descending corticospinal tract (CST) and ascending sensory fibre tracts, depending on the location of the injury. As described above, changes in white matter connectivity suggestive of WD have been reported in the contralesional cortex after stroke (Crofts et al., 2011).

The pathological time course of WD, including the degeneration of the axons and the degeneration of myelin in regions such as the CST, can be analyzed based on distinct DTI image characteristics acquired at different time points during stroke recovery (DeVetten et al., 2010; X. Liu et al., 2011; Yu et al., 2009). However, the heterogeneity of the stroke population has made clear inferences on the role of CST degeneration in sensorimotor disability difficult to make. The use of DTI in the first 3 days after stroke may not be useful for prognosis as WD in the spinal cord may not be detectable. However, DTI at 30 days post-stroke appear useful in defining prognosis and response to rehabilitation (Binkofski et al., 1996; Puig et al., 2010). Dynamic changes in WD can first be detected in the CST using DTI in the first two weeks following stroke and begin to stabilize by 3 months after injury (DeVetten et al., 2010; Puig et al., 2010; Yu et al., 2009). DTI studies suggest that sparing and integrity of the ipsilesional and contralesional CST can aid in prognosis for motor recovery.
after stroke (Binkofski et al., 1996; DeVetten et al., 2010; Lindenberg et al., 2009, 2011; (Xiang) Liu et al., 2010; Madhavan et al., 2011; Puig et al., 2010; Schaechter et al., 2006; Thomalla et al., 2004; Yu et al., 2009). While patients that did not recover well from stroke had reduced FA in both corticospinal tracts relative to healthy controls, patients that exhibited good functional recovery had elevated FA in these same tracts (Schaechter et al., 2006).

Histological assessment in animal models has confirmed that focal stroke damaging the sensorimotor cortex induces secondary degeneration of the descending CST (Weishaupt et al., 2010). Damage to motor neurons in the forelimb motor cortex induces degeneration of their descending axons and activation of immune cells near their terminals in the cervical spinal cord. In the weeks following cortical injury, secondary damage extends past the cervical cord and progressive and delayed degeneration of descending CST fibres is observed in the thoracic spinal cord. An increased population of microglia was also observed in the cervical spinal cord within one week of infarction, and Weishaupt et al. (2010) suggest that this initial infiltration of microglia and concomitant release of pro-inflammatory and cytotoxic proteins is the likely mechanism of secondary damage to CST fibres terminating below the cervical cord.

4. Reactive plasticity after stroke

4.1 Plasticity in peri-infarct cortex

Stroke-induced impairments in motor, sensory and cognitive function improve over time, likely due to adaptive rewiring (plasticity) of damaged neural circuitry. Post-stroke plasticity includes physiological and anatomical changes that facilitate remapping of lost function onto surviving brain tissue through the expression of growth-promoting genes in peri-infarct cortex (Carmichael et al., 2005). These altered patterns of gene expression induce long-lasting increases in neuronal excitability (Centonze et al., 2007; Mittmann et al., 1998; Buchkremer-Ratzmann et al., 1996; Domann et al., 1993; Schiene et al., 1996; Butefisch et al., 2003; Manganotti et al., 2008; Hagemann et al., 1998). In addition to altered GABAergic transmission (discussed in Section 3.1), studies using animal models of focal stroke have demonstrated that NMDA receptor-mediated and non-NMDA receptor-mediated glutamate transmission are potentiated for four weeks after MCAo (Centonze et al., 2007; Mittmann et al., 1998). Long-term potentiation is also facilitated in peri-lesional cortex for seven days after focal cortical stroke (Hagemann et al., 1998), providing a favorable environment for functional rewiring of lost synaptic connections.

Moreover, stroke induces considerable neuronanatomical remodeling with elevated axonal sprouting, dendritic remodeling, and synaptogenesis persisting for weeks after stroke (Brown et al., 2007; Brown et al., 2009; Carmichael et al., 2001; Carmichael and Chesselet, 2002; Li et al., 1998; Stroemer et al., 1995). Changes in gene expression patterns of growth promoting and inhibiting factors occur early after ischemic onset and persist for months after injury, facilitating axonal growth and rewiring of injured tissue (Carmichael et al., 2005; Zhang et al., 2000). Growth-associated protein-43 (GAP-43) is an essential component of the growth cones of extending axons that is up regulated during development and after neuronal injury. mRNA expression for GAP-43 shows a two-fold increase as early as 3 days after stroke and remains up-regulated 28 days after injury (Carmichael et al., 2005). During long-term (months) recovery, a progression from axonal sprouting to synaptogenesis is suggested by increased synaptophysin (a presynaptic component of mature synapses) levels and a return to baseline GAP-43 levels (Stroemer et al., 1995; Carmichael, 2003). The expression of growth inhibiting
genes such as ephrin-A5 and brevican also fluctuate during recovery. For example, brevican mRNA increases slowly over time before peaking 28 days after stroke (Carmichael et al., 2005). It is therefore the balance of the expression profiles of growth promoting and growth inhibiting genes that govern adaptive plasticity after ischemic insult.

Adaptive plasticity includes significant neuroanatomical remodelling of the peri-infarct cortex. Neuroanatomical tract tracing has shown that this axonal sprouting leads to rewiring of local and distal intracortical projections (Brown et al., 2009; Carmichael et al., 2001; Dancause et al., 2005) with enhanced interhemispheric connectivity that correlates with improved sensorimotor function (van der Zijden et al., 2007; van der Zijden et al., 2008). Anatomical remodeling is also apparent in the dendritic trees of peri-infarct neurons. As the locus for the majority of excitatory synapses in the brain, dendritic spines provide the anatomical framework for excitatory neurotransmission. These spines show significant alterations to their structural morphology during the acute and chronic phases of stroke, including reversible dendritic blebbing, changes in spine length, dendritic spine retraction, and enhanced spine turnover in response to injury (Brown et al., 2007, 2008; Li and Murphy, 2008; Risher et al., 2010; Zhang et al., 2005, 2007). Dendritic spines are dynamic yet resilient during acute stroke. In cases where reperfusion of the ischemic area occurs within 60 minutes, dendritic blebbing and retraction cease and neuroanatomical structure is restored (Li and Murphy, 2008). Additionally, spines are highly dynamic during long-term stroke recovery. It has been suggested that dynamic changes in spine morphology are important during learning and adaptive plasticity (Majewska et al., 2006). Repeated imaging studies show an initial loss of dendritic spines in the hours after stroke followed by increased spine turnover (formation and elimination) during the weeks that follow (Brown et al., 2008). Because the degree of tissue reperfusion in the peri-infarct cortex varies with distance from the infarct core, greater perfusion rates further from the core are associated with greater spine densities after long-term recovery (Mostany et al., 2010). While dendritic arbors themselves are stable over several weeks in non-stroke animals, dendritic arbor remodeling, including both dendritic tip growth and retraction, is up-regulated within the first two weeks after stroke (Brown et al., 2010). However, this phenomenon appears restricted to the peri-infarct cortex, as dendrites farther from the stroke do not appear to exhibit large-scale structural plasticity (Mostany and Portera-Cailliau, 2011).

These physiological and anatomical changes facilitate functional reorganization of the cortex after stroke (Winship and Murphy, 2009). Reorganization of the motor cortex following focal stroke has been investigated in animal models and human patients using motor-mapping techniques. (Castro-Alamancos and Borrel, 1995; Friel et al., 2000; Frost et al., 2003; Remple et al., 2001; Kleim et al., 2003; Gharbawie et al., 2005; Nudo and Milliken, 1996; Traversa et al., 1997; Cininelli et al., 1997) These studies show that ablation of the remapped cortex reinstates behavioural impairments (Castro-Alamancos and Borrel, 1995) and physical therapy induces an increase in motor map size that correlates with significant functional improvement (Liepert et al., 1998; Liepert et al., 2000).

Functional imaging has been used to demonstrate that patients with stroke-induced sensorimotor impairments show a reorganization of cortical activity evoked by stimulation of the stroke-affected limbs after stroke (Calautti and Baron, 2003; Carey et al., 2006; Chollet et al., 1991; Cramer et al., 1997; Cramer and Chopp, 2000; Herholz and Heiss, 2000; Jaillard et al., 2005; Nelles et al., 1999a; Nelles et al., 1999b; Seitz et al., 1998; Ward et al., 2003b; Ward et al., 2003ab; Ward et al., 2006; Weiller et al., 1993). Strikingly, increased activity in novel ipsilesional sensorimotor areas has been correlated with improved recovery in human
stroke patients (Fridman et al., 2004; Johansen-Berg et al., 2002b; Johansen-Berg et al., 2002a; Schaechter et al., 2006). A number of studies in animal models have used in vivo imaging to map regional reorganization of functional representations after stroke (van der Zijden et al., 2008; Dijkhuizen et al., 2001; Dijkhuizen et al., 2003; Weber et al., 2008). Winship and Murphy (2008) showed that small strokes damaging the forelimb somatosensory cortex resulted in posteromedial remapping of the forelimb representation. Moreover, the authors showed that adaptive re-mapping is initiated at the cellular level by surviving neurons adopting new roles in addition to their usual function. Later in recovery, these “multitasking” neurons become more selective to a particular stimulus, which may reflect a transitory phase in the progression from involvement in one sensorimotor function to a new function that replaces processing lost to stroke (Winship and Murphy, 2009). Increases in the receptive field size of peri-infarct neurons in the somatosensory cortex have also been reported using sensory-evoked electrophysiology (Jenkins & Merzenich, 1987; Reinecke et al., 2003) after focal lesions. Regional remapping has also been confirmed with voltage sensitive dye imaging (Brown et al., 2009). Eight weeks after targeted forelimb stroke, forelimb-evoked depolarizations reemerged in surviving portions of forelimb cortex and spread horizontally into neighboring peri-infarct motor and hindlimb areas. Notably, forelimb-evoked depolarization persisted 300-400% longer than controls, and was not limited to the remapped peri-infarct zone as similar changes were observed in the posteromedial retrosplenial cortex located millimeters from the stroke. More recent studies using voltage sensitive dyes suggests that forelimb-specific somatosensory cortex activity can be partially redistributed within one hour of ischemic damage, likely through unmasking of surviving ancillary pathways (Murphy et al., 2008; Sigler et al., 2009).

4.2 Contralesional cortical plasticity
While increased activity in novel ipsilesional sensorimotor areas has been correlated with improved recovery in human stroke patients, (Fridman et al., 2004; Johansen-Berg et al., 2002b; Johansen-Berg et al., 2002a; Schaechter et al., 2006) elevated contralesional activity has generally been associated with extensive infarcts and, as such, poor recovery (Calautti and Baron, 2003; Schaechter, 2004). Recruitment of the contralesional motor cortex in patients with extensive injury has been confirmed using transmagnetic stimulation and functional magnetic resonance imaging (Bestmann et al., 2010), suggesting that remote regions of the brain can participate in recovery from stroke under these conditions. Positron emission tomography (PET) scans have been used to demonstrate bilateral activation during movement (Bestmann et al., 2010; Cao et al., 1998; Chollet et al., 1991). Clinical observations also show that patients who have a second stroke in the contralesional hemisphere will have greater sensorimotor deficits and lose functional recovery of previously impaired abilities (Ago, 2003, Fisher, 1992 and Song, 2005 as cited by Riecker et al., 2010).

In some respects, clinical studies are in agreement with studies in animal models that have used a variety of imaging and electrophysiological assays and found altered patterns of somatosensory activation in both ipsilesional and contralesional cortex during recovery from stroke (Brown et al., 2009; Dijkhuizen et al., 2001; Dijkhuizen et al., 2003; Weber et al., 2008; Winship and Murphy, 2008; Wei et al., 2001; Abo et al., 2001). However, contralesional activation is not always observed (Weber et al., 2008) and, as in human stroke patients, good recovery from stroke-induced sensorimotor impairment is associated with the emergence or restoration of peri-lesional activity (Dijkhuizen et al., 2001; Dijkhuizen et al., 2003; Weber et al., 2008).
Functional recruitment of the contralesional cortex has been suggested by changes in neuronal excitability, electrical activity, receptor densities, and dendritic structure in the days and weeks following ischemic insult in animal models. Biernaskie and Corbett (2001) showed that an enriched environment paired with a task-specific physical rehabilitation could elicit plasticity in dendritic arbors in the contralesional motor cortex that correlates with improved functional recovery on a skilled reaching task. Increases in NMDA receptor density in the homotypical motor cortex contralateral to a focal ischemic insult have been reported as early as two days after stroke and may persist for at least 24 days (Adkins et al., 2004; Hsu and Jones, 2006; Luhmann et al., 1995). Takatsuru and colleagues (2009) have recently identified adaptive changes in the structure and function of the homotypical contralateral cortex after focal stroke in sensorimotor cortex. Their data demonstrated that stimulus-evoked neuronal activity in the contralesional hemisphere was transiently potentiated two days after focal stroke. At four weeks post-stroke, behavioural recovery was complete and novel patterns of circuit activity were found in the intact contralateral hemisphere. Takatsuru et al. (2009) found anatomical correlates of this contralesional functional remapping using in vivo two-photon microscopy that identified a selective increase in the turnover rate of mushroom-type dendritic spines one week after stroke.

Recently, Mohanjeran et al. (2011) investigated the effect of targeted strokes on contralateral sensory-evoked activity during the first two hours after occlusion using voltage-sensitive dye imaging. Blockade of a single surface arteriole in the mouse forelimb somatosensory cortex reduced the sensory-evoked response to contralateral forelimb stimulation. However, in the contralesional hemisphere, significantly enhanced sensory responses were evoked by stimulation of either forelimb within 30-50 min of stroke onset. Notably, acallosal mice showed similar rapid interhemispheric redistribution of sensory processing after stroke, and pharmacological thalamic inactivation before stroke prevented the contralateral changes in sensory-evoked activity. Combined, these data suggest that existing subcortical connections and not transcallosal projections mediate rapid redistribution of sensory-evoked activity.

4.3 Spinal plasticity after cortical injury

Previous sections have established that neuroanatomically connected regions distal to the infarct exhibit both degenerative and adaptive changes during recovery. As the host for the afferent somatosensory fibres and the efferent CST that control voluntary movement and somatosensation, plasticity in the spinal cord is ideally situated to play a role in functional recovery after stroke. The spontaneous regenerative capacity of the CST in the adult system after spinal cord injury was previously thought to be negligible. However, in recent years research has shown that even in the absence of intervention, the CST is able to spontaneously regenerate after partial lesion (Lundell et al., 2011). After an incomplete spinal cord injury, spared fibres are able to sprout and circumvent the injury site (Rosenzweig et al., 2010; Steward et al., 2008).

Recently, several studies have investigated axonal sprouting in the spinal cord induced by stroke in the brain, and its relation to stroke treatment or spontaneous recovery. Neuroanatomical tracers have been used to demonstrated that CST axons that originate in the uninjured hemisphere exhibit increased midline crossing and innervation of spinal grey matter that has been denervated by stroke (LaPash Daniels et al., 2009; Liu et al., 2009). Liu et al. (2009) used transsynaptic retrograde tracers injected into the forepaw to show that spontaneous behavioural recovery after focal stroke was associated with an increase in retrogradely labelled axons in the stroke-affected cervical spinal cord one month after
stroke. Notably, transynaptic retrograde labelling of neuronal somata in the ischemic hemisphere was significantly reduced 11 days after MCAo, but a significant increase in retrograde labelling (relative to 11 days post) in both the injured and uninjured hemisphere was found one month after stroke. Similarly, plasticity-enhancing treatments that improve functional recovery often increases the number of CST fibres originating in the uninjured sensorimotor cortex that cross the midline and innervate the stroke-affected side of the cervical spinal cord. For example, treatment of focal stroke with bone marrow stromal cells (Z. Liu et al., 2007, 2008, 2011), anti-Nogo antibody infusion (Weissner et al., 2003; Tsai et al., 2007), and inosine (Zai et al., 2011) are all associated with improved functional recovery and increased innervation of the stroke-affected spinal cord by the unaffected CST originating contralateral to the stroke. While the role of axonal sprouting from the ipsilesional cortex is less defined, enhanced axonal sprouting in corticorubral and corticobulbar tracts originating in both the contralesional and ipsilesional cortex has been reported at the level of the brainstem after MCAo in mice (Reitmeir et al., 2011).

5. Summary

Permanent disabilities after ischemic stroke are dependent on the size and location of the infarct, and the pathophysiology through which the ischemic core expands into the vulnerable penumbral tissue has been well characterized. In the peri-infarct cortex, the relative contributions of excitotoxicity, peri-infarct depolarizations, inflammation and apoptosis are well characterized as they relate to infarct growth during ischemia (Dirnagl et al., 1999; Witte et al., 2000). However, degeneration and dysfunction is not confined to the infarct core and the surrounding peri-infarct cortex. Areas that are remote but neuroanatomically linked to the infarct, including the contralateral cortex, thalamus, and spinal cord exhibit altered neuronal excitability, blood flow, and metabolism after stroke. Moreover, degeneration of afferent or efferent connections with the infarcted territory can lead to atrophy and secondary damage in distal structures. Similarly, while the functional reorganization of peri-infarct cortex is well correlated with behavioural recovery, these distal but anatomically related regions also exhibit physiological and anatomical plasticity that may contribute to the resolution of stroke-induced impairments. An understanding of the adaptive plasticity and stroke-induced dysfunction in these remote areas may be important in developing and evaluating delayed strategies for neuroprotection and rehabilitation after stroke.
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Despite significant technological advances in recent years, their impact on our overall health and social wellbeing is not always clear to see. Perhaps, one of the best examples of this can be highlighted by the fact that mortality rates as a result of cerebrovascular diseases have hardly changed, if at all. This places cerebrovascular diseases as one of the most prominent causes of both disability and death. In Cuba, for instance, a total of 22,000 cases of cerebrovascular diseases are reported each year in a country where life expectancy should increase to 80 years in the near future. In such a situation, to have a book that includes in a clear and summarized way, a group of topics directly related to the preclinical investigations advances and the therapeutic procedures for the cerebrovascular disease in its acute phase constitutes a useful tool for the wide range of the contributors to this affection’s problems solution. In this group is included students, professors, researchers, and health policy makers whose work represents one of the greatest social and human impact challenges of the XXI century basic and clinical neurosciences.
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