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1. Introduction

In this work we present a description of the Emmy III robot architecture [1], [2], [3], [4] and, also, a summary of the previous projects which have led to the Emmy III robot building [5], [6], [7], [8], [9]. These robots are part of a project of applying the Paraconsistent Annotated Evidential Logic $E_\tau$ [12] which allows manipulating concepts like fuzziness, inconsistencies and paracompleteness.

The Emmy III robot is designed to achieve a set point in an environment which is divided into coordinates. The Emmy III robot may be considered as a system which is divided into three other subsystems: the planning subsystem, the sensing subsystem and the mechanical subsystem.

The planning subsystem is responsible for generating the sequence of movements the robot must perform to achieve a set point. The sensing subsystem has the objective of informing the planning subsystem the position of obstacles; the mechanical subsystem is the robot itself, it means, the mobile mechanical platform which carries all devices that come from the other subsystems. This platform must also perform the sequence of movements borne by the planning subsystem.

It is observed that the planning subsystem and the sensing subsystem have already been implemented, but the mechanical subsystem has not been implemented yet.

The sensing subsystem uses the Paraconsistent Artificial Neural Networks - PANN [2], [3]. PANN is a new type of Artificial Neural Networks – ANNs based on Paraconsistent Annotated Evidential Logic $E_\tau$. In the next paragraph we introduce the main basic concepts of the Logic $E_\tau$, as well as some terminologies.

2. Paraconsistent annotated evidential logic $E_\tau$

Generally, Paraconsistent Logics is a new kind of logics that allows contradictions without trivialization. A branch of it, the Paraconsistent Annotated Evidential Logic $E_\tau$, which will be employed in this work, also deals with the concept of fuzziness. Its language consists of propositions in the usual sense $p$ together with annotation constants: $(\mu, \lambda)$ where $\mu, \lambda \in [0, 1]$ (real unitary interval). Thus an atomic formula of the Logic $E_\tau$ is of the form $p(\mu, \lambda)$ which can be intuitively read: the favorable evidence expressed by $p$ is $\mu$ and the contrary evidence expressed by $p$ is $\lambda$. A detailed feature on the subject is found in [12].
The Favorable Evidence Degree ($\lambda$) is a value that represents the favorable evidence in which the sentence is true; this value is between 0 and 1. The Contrary Evidence Degree ($\mu$) is a value that represents the contrary evidence in which the sentence is true; this value is between 0 and 1. Through the Favorable and Contrary Degrees it is possible to represent the four extreme logic states, as shown in the figure 1.

![Fig. 1. The extreme logic states](image)

The four extreme logic states are:
- True (V)
- False (F)
- Paracomplete (⊥)
- Inconsistent (T)

In [6] it is proposed the Para-analyzer Algorithm. By this algorithm it is also possible to represent the non-extreme logic state. The figure 2 shows this.

![Fig. 2. The non-extreme logic states](image)

The eight non-extreme logic states are:
- Quasi-true tending to Inconsistent - $QV \rightarrow T$
- Quasi-true tending to Paracomplete - $QV \rightarrow \bot$
- Quasi-false tending to Inconsistent - $QF \rightarrow T$
- Quasi-false tending to Paracomplete - $QF \rightarrow \bot$
- Quasi-inconsistent tending to True - $QT \rightarrow V$
- Quasi-inconsistent tending to False - $QT \rightarrow F$
- Quasi-paracomplete tending to True - $Q_{\bot \rightarrow V}$
- Quasi-paracomplete tending to False - $Q_{\bot \rightarrow F}$

It is also defined the Uncertainty Degree: $\text{Gun}(\mu, \lambda) = \mu + \lambda - 1$ and the Certainty Degree: $\text{Gce}(\mu, \lambda) = \mu - \lambda$ ($0 \leq \mu, \lambda \leq 1$)

Some additional control values are:
- $V_{\text{cic}}$ = maximum value of uncertainty control
- $V_{\text{cve}}$ = maximum value of certainty control
- $V_{\text{cpa}}$ = minimum value of uncertainty control
- $V_{\text{cfa}}$ = minimum value of certainty control

It is described the proposed sensing system in the next section.

### 3. Paraconsistent artificial neural network

The artificial neural network of the sensing subsystem is composed of two types of cells: Analytic Paraconsistent Artificial Neural Cell – CNAPA, and Passage Paraconsistent Artificial Neural Cell - CNAPpa. The cells are described as it follows:

#### 3.1 Analytic paraconsistent artificial neural cell - CNAPA

The Analytic Paraconsistent Artificial Neural Cell – CNAPA has two inputs ($\mu_{RA}$ and $\mu_{RB}$) and two outputs (S1 and S2). There are also two configuration parameter inputs (Ftct and Ftc). The figure 3 shows the graphic representation of this cell.

![Fig. 3. Graphic representation of the Analytic Paraconsistent Artificial Neural Cell](image)

The input evidence degrees are:
- $\mu_{RA}$, such as: $0 \leq \mu_{RA} \leq 1$
- $\mu_{RB}$, such as: $0 \leq \mu_{RB} \leq 1$

There are also two control values:
- Contradiction Tolerance Factor – Ftct, such as: $0 \leq \text{Ftct} \leq 1$
- Certainty Tolerance Factor – Ftc, such as: $0 \leq \text{Ftc} \leq 1$

The Analytic Paraconsistent Artificial Neural Cell – CNAPA has two outputs. The output 1 (S1) is the Resultant Evidence Degree - $\mu_E$.
- $\mu_E$, such as: $0 \leq \mu_E \leq 1$
- The output 2 (S2) is the Resultant Evidence Interval – $\varphi_E$.
- $\varphi_E$, such as: $0 \leq \varphi_E \leq 1$

The Analytic Paraconsistent Artificial Neural Cell calculates the maximum value of certainty - $V_{\text{cve}}$, the minimum value of certainty control - $V_{\text{cfa}}$, the maximum value of uncertainty control - $V_{\text{cic}}$, and the minimum value of uncertainty control - $V_{\text{cpa}}$, by this way:
\[
V_{cve} = \frac{1 + Ft_c}{2} \tag{1}
\]
\[
V_{cfa} = \frac{1 - Ft_c}{2} \tag{2}
\]
\[
V_{cic} = \frac{1 + Ft_{ct}}{2} \tag{3}
\]
\[
V_{cfa} = \frac{1 - Ft_{ct}}{2} \tag{4}
\]

The Resultant Evidence Degree - \( \mu_E \) is determined as:
\[
\mu_E = \frac{G_c + 1}{2} \tag{5}
\]

As \( G_c = \mu - \lambda \), we can say that:
\[
\mu_E = \frac{\mu - \lambda + 1}{2} \tag{6}
\]

It is called as Certainty Interval (\( \phi \)) the Certainty Degree interval that can be modified without changing the Uncertainty Degree value. This value is determined as:
\[
\phi = 1 - |G_{ct}| \tag{7}
\]

3.2 Passage Paraconsistent Artificial Neural Cell - CNAPpa

The Passage Paraconsistent Artificial Neural Cell - CNAPpa has one input (\( \mu \)), one out-put (S1) and one parameter control in-put (Ftc). The figure 4 shows the graphic representation of CNAPpa.

![Graphic representation of the Passage Paraconsistent Artificial Neural Cell](image)

- The in-put is the Favorable Evidence Degree (\( \mu \)).
- \( \mu \), such as: \( 0 \leq \mu \leq 1 \)
- The value for the output S1 is the same as for the in-put \( \mu \). But, the out-put value may be limited through the parameter control in-put Ftc.

The CNAPpa calculates the maximum value of certainty - \( V_{cve} \) and the minimum value of certainty control - \( V_{cfa} \) by the equations (1) and (2). And it also determines the Resultant Evidence Degree - \( \mu_E \) by the equation (6). For this, \( \lambda \) is considered as the following:
\[
\lambda = 1 - \mu \tag{8}
\]
The output $S_1$ assumes the same value as in the input $\mu$ when the following situation is true:
- $[(V_{cve} \leq \mu_E) \text{ or } (\mu_E \leq V_{cfa})]$
- Otherwise, $S_1$ is 0.5.

4. Autonomous mobile robot Emmy I

The robot Emmy I was the first application of the Paraconsistent Evidential Logics in robotics [8], [9]. The Emmy I robot project finished in 1999 and its results have led to the construction of the Emmy II robot and to the Emmy III project itself.

The Emmy I has two ultra-sonic sensors: one determines the favorable evidence degree and the other determines the contrary evidence degree. The Emmy I controller, named as Paracontrol, allows the Emmy I to act conveniently in “special” situations, as when there is contradictory datum: one sensor may detect an obstacle in front of the robot (for example, a wall) while the other detects the presence of no obstacles (for example, it may be in direction to an opened door). In a situation like that Emmy may stop and turn 45° to the most free direction. Then, if in a new measurement, there is no inconsistency, the robot may take another decision, for example, to go ahead.

The Emmy I robot consists of a circular mobile platform of aluminum with a 30 cm diameter and being 60 cm tall. Its main device is the Paracontrol controller. While moving into a non-structured environment, the Emmy robot gets information about presence/absence of obstacles using a sonar system called Parasonic [17]. The figure 5 shows the autonomous mobile robot Emmy.

Fig. 5. The autonomous mobile robot Emmy
The Paracontrol [18] is an electronic materialization of the Para-analyzer algorithm [9] [19]. Basically, it is an electronic circuitry which treats logic signals in a context of logic $E_{\tau}$. Such circuitry compares the logic value entries and determines the logic values output. Favorable evidence and contrary evidence degrees are represented by voltage. Operational amplifiers determine the Certainty and the Uncertainty degrees. The Paracontrol comprises both, analogical and digital systems, and it can be externally adjusted by applying positive and negative voltages. As there are 12 logic states in the Para-analyzer algorithm, the Paracontrol can take 12 different decisions.

Parasonic is an electronic circuitry that the Emmy I robot uses to detect obstacles in its path. Parasonic converts distances from obstacles into electric signals of continuous voltage, ranging from 0 to 5 volts. Parasonic is basically composed of two ultrasonic sensors, type POLAROID 6500, controlled by an 8051 microcontroller. The microcontroller is programmed to carry out the synchronization between the measurements of the two sensors and the change of the distance into electric voltage.

Parasonic generates the favorable evidence degree value ($\mu$) and the contrary evidence degree value ($\lambda$). They make a continuous voltage which ranges from 0 to 5 volts. Paracontrol receives these signals from Parasonic. The figure 6 shows the basic structure of the Emmy robot.

![Fig. 6. Basic structure of Emmy robot](www.intechopen.com)
In the figure 7 can be seen the main components of the Emmy robot.

The description of the Emmy robot components is the following.

- Ultrasonic sensors: two ultrasonic sensors are responsible for emitting ultrasonic waves and for detecting the return of them.
- Signal treatment: in Parasonic there is a microcontroller which sends to the sensors a signal that makes them emit ultrasonic waves. When the ultrasonic waves return, the sensors send the microcontroller a signal. The microcontroller measures the time lasted between the sending and the returning of the ultrasonic waves. So, the microcontroller is able to determine the distance between the sensors and the obstacles in front of them. Paracontrol generates a continuous voltage ranging from 0 to 5 volt, it must be proportional to the distance between the sensor and the obstacle. This signal is considered the favorable evidence degree value on the proposition “The front of the robot is free”. In the same way the Paracontrol generates a continuous voltage ranging from 5 to 0 volt, it must be related to the contrary evidence degree.
- Paraconsistent analysis: the Paracontrol makes the logical analysis of the signals according to the logic $E_t$.
- Codification: the coding circuitry changes a 12-digit word to a code of 4 digits.
- Action processing: a microcontroller processes the 4 digit code generated by the coding circuitry, determining the sequence of relays which must be actuated for the robot to perform the right movement.
- Decodification: the decoding circuitry changes a 4-digit word into a code of 12 digits.
- Power interface: transistors amplify the signals of the 12-digit-word generated by the decoding circuitry. Then the signals can actuate on the relays.
- Driving: relays are responsible for actuating the DC motors M1 and M2.
- Motor driver: two DC motors are responsible for moving the robot.
- Sources: two batteries composing a ± 12 volt symmetric source feed the Emmy robot electric circuitries.

5. Autonomous mobile robot Emmy II

The Emmy II robot is an improvement of the Emmy I robot. It is an autonomous mobile robot which is able to avoid obstacles while it is moving in any environment. The platform used to assemble the Emmy II robot is approximately 23cm high and has a diameter of 25cm. The Emmy II robot main components are a microcontroller from the 8051 family, two sonar ranging module (sensors) and two DC motors. The figure 8 shows the Emmy II basic structure.

![Emmy II basic structure](image)

Fig. 8. The Emmy II basic structure

The Emmy II controller system uses six logic states instead of 12 logic states which are used in the Emmy I controller. Moreover, it may present some commands that do not exist in the Emmy I robot:

1. Velocity control: the Emmy II controller allows the robot to brake, turn and accelerate “in a smooth way”, what is not possible in the Emmy I robot.
2. The Emmy II controller allows the backward motion. In some situations the robot may move backward or turn around with a fixed wheel having the other spinning around backward. There are not these types of movements in the Emmy I robot.

It can be seen in the figure 9 a simplified block representation of the Emmy II robot.
Fig. 9. Emmy II block representation

The figure 10 shows a picture of the Emmy II robot

Fig. 10. The front part of the Emmy II robot

It is shown in the figure 11 the lower part of the Emmy II robot.

Fig. 11. The lower part of the Emmy II robot
The sonar ranging modules are responsible for verifying whether there is any obstacle in front of the robot or not. The signals generated by the sonar ranging modules are sent to the microcontroller. These signals are used to determine the favorable evidence degree ($\mu$) and the contrary evidence degree ($\lambda$) on the proposition “There is no obstacle in front of the robot”. The favorable and contrary evidence degrees are used to determine the robot movements.

The Emmy II possible movements are the following:

- Robot goes ahead. DC motors 1 and 2 are supplied for spinning around forward.
- Robot goes back. DC motors 1 and 2 are supplied for spinning around backward.
- Robot turns right. Just DC motor 1 is supplied for spinning around forward.
- Robot turns left. Just DC motor 2 is supplied for spinning around forward.
- Robot turns right. Just DC motor 2 is supplied for spinning around backward.
- Robot turns left. Just DC motor 1 is supplied for spinning around backward.

The signal generated by the sensor 1 is considered the favorable evidence degree and the signal generated by the sensor 2 is considered the contrary evidence degree for the proposition “There is no obstacle in front of the robot”. When there is an obstacle near the sensor 1, the favorable evidence degree is low and when there is an obstacle far from the sensor 1, the favorable evidence degree is high. Otherwise, when there is an obstacle near the sensor 2, the contrary evidence degree is high and when there is an obstacle far from the sensor 2, the contrary evidence degree is low. The Emmy II controller decision of which movement the robot should perform is based on the reticulated showed in the figure 12.

![Fig. 12. Lattice of Emmy II controller](image)

The decision for each logic state is the following:

- $V$ state: Robot goes ahead.
- $F$ state: Robot goes back.
- $\perp$ state: Robot turns right.
- $T$ state: Robot turns left.
- $QF\rightarrow \perp$ state: Robot turns right.
- $QF\rightarrow T$ state: Robot turns left.

The justification for each decision is the following:

When the logic state is true ($V$), it means that the front of the robot is free. So, the robot can go ahead.
In the inconsistency (T), $\mu$ and $\lambda$ are high (i.e., belong to T region). It means that the sensor 1 is far from an obstacle and the sensor 2 is near an obstacle, so the left side is more free than the right side. Then, the behavior should be to turn left by supplying only the DC motor 2 for spinning around forward and keeping the DC motor 1 stopped.

When the Paracompleteness ($\bot$) is detected, $\mu$ and $\lambda$ are low. It means that the sensor 1 is near an obstacle and the sensor 2 is far from an obstacle, so the right side is more free than the left side. Then, the behavior should be to turn right by supplying only the DC motor 1 for spinning around forward and keeping the DC motor 2 stopped.

In the false state (F) there are obstacles near the front of the robot. Therefore the robot should go back.

In the $QF \rightarrow T$ state, the front of the robot is obstructed but the obstacle is not so near as in the false state and the left side is a little bit more free than the right side. So, in this case, the robot should turns left by supplying only the DC motor 1 for spinning around backward and keeping the DC motor 2 stopped.

In the $QF \rightarrow \bot$ state, the front of the robot is obstructed but the obstacle is not so near as in the false state and the right side is a little bit freer than the left side. So, in this case, the robot should turns right by supplying only the DC motor 2 for spinning around backward and keeping the DC motor 1 stopped.

5.1 Tests
Aiming to verify Emmy II robot functionally, it has been performed 4 tests. Basically, counting how many collisions there were while the robot moved in an environment as showed in figure 13 composed the tests.

![Environment used to perform the Emmy II tests](www.intechopen.com)
The time duration and results for each test have been the following:

Test 1: Duration: 3 minutes and 50 seconds. Result: 13 collisions.
Test 2: Duration: 3 minutes and 10 seconds. Result: 7 collisions.
Test 3: Duration: 3 minutes and 30 seconds. Result: 10 collisions.
Test 4: Duration: 2 minutes and 45 seconds. Result: 10 collisions.

The sonar ranging modules used in the Emmy II robot can’t detect obstacles closer than 7.5 cm. The sonar ranging modules transmit sonar pulses and wait for them to return (echo) so that it can determine the distance between the sonar ranging modules and the obstacles; however, sometimes the echo doesn’t return, because it reflects to another direction. These are the main causes for the robot collisions:

Test 1: Collisions: 13.
  Collisions caused by echo reflection: 4.
  Collisions caused by too near obstacles: 9.
Test 2: Collisions: 7.
  Collisions caused by echo reflection: 2.
  Collisions caused by too near obstacles: 5.
Test 3: Collisions: 10.
  Collisions caused by echo reflection: 5.
  Collisions caused by too near obstacles: 5.
Test 4: Collisions: 10.
  Collisions caused by echo reflection: 4.
  Collisions caused by too near obstacles: 6.

There is another robot collision possibility when the robot is going back. As there is no sonar ranging module behind the robot, it may collide.

6. Autonomous mobile robot Emmy III

The aim of the Emmy III autonomous mobile robot is to move from an origin to an end, both predetermined in a non-structured environment. The Emmy III controller considers the environment around the robot divided into cells [15] and a planning subsystem gives the sequence of cells the robot must follow to reach the end cell. These ideas have been applied in [20], [21]. The robot must avoid cells that are supposed to be occupied. A sensing subsystem detects the cells which are occupied. The sensing subsystem uses Paraconsistent Annotated Logic to handle information captured by the sensors. The Emmy III structure is composed of a sensing subsystem, a planning subsystem and a mechanical subsystem as described in the follow.

Sensing subsystem - The environment around the robot is considered as a set of cells. The sensing subsystem has to determine the cells which have obstacles in. But the information captured by the sensors always has an inherent imprecision, which leads to an uncertainty regarding to the actual situation of the cells. In order to manipulate the inconsistent information, the sensing subsystem is based on Paraconsistent Annotated Evidential Logic $E^t$, which captures the information generated by the sensors using the favorable and contrary evidence degrees.

Planning subsystem - The planning subsystem determines a path linking an initial point to an end point in a non-structured environment. For this, the environment around the robot is divided into cells and the planning subsystem gives the sequence of cells that the robot must follow to reach the end cell successfully.
Mechanical subsystem - The Emmy III mechanical part must perform the schedule determined by the planning subsystem. For this, the mechanical subsystem must know the cell occupied by the robot, therefore, a monitoring position makes part of this construction. For each cell that the robot reaches, the possible error of position should be considered.

6.1 Sensing subsystem

The objective of the sensing subsystem is to inform the other robot components about the obstacle position. The proposed sensing subsystem has as its main part Paraconsistent Neural Network [13], [14]. This artificial neural network is based on the Paraconsistent Evidential Logics - Er.

The sensing subsystem is a set of electronic components and softwares which are responsible for analyzing the environment around the robot and detecting the obstacle positions. After that, it must inform the other components of the robot the position of the obstacles.

The sensing subsystem may get information from any type of sensor. In [15] it is presented a method of robot perception and the world’s modeling which uses a probabilistic tessellated representation of spatial information called the Occupancy Grid. It is proposed in the chapter a similar method, but instead of using probabilistic representation, it is used Paraconsistent Annotated Evidential Logic Er.

The proposed sensing subsystem aims to generate a Favorable Evidence Degree for each environment position. The Favorable Evidence Degree is related to the sentence: there is an obstacle in the analyzed position.

The sensing subsystem is divided into two parts. The first part is responsible for receiving the data from the sensors and sending information to the second part of the system. The second part is Paraconsistent Artificial Neural Network itself. Figure 14 shows this idea.

Fig. 14. Representation of the sensing system

The proposed sensing subsystem is prepared to receive data from ultrasonic sensors. The robot sensors are on the mechanical subsystem. So, this subsystem must treat the data generated by the sensors and send information to the first part of the sensing subsystem. The data the mechanical subsystem must send to the first part of the sensing subsystem are: D, α, Xa and Ya.

a. The distance between the sensor and the obstacle (D).
b. The angle between the horizontal axis of the environment and the direction to the front of the sensor (α). Figure 15 shows the angle α.
c. The coordinate occupied by the robot (Xa, Ya).

In the first part of the sensing subsystem there are also some configuration parameters, which are:

a. The distance between the environment coordinates (a); it is indicated in the figure 16.

b. The angle of the ultrasonic sensor conical field of view (β). Figure 17 shows this.
c. The number of positions on the arc BC, shown in the figure 17, considered by the system (n).
d. The maximum distance measured by the sensor; the system considers it (Dmax).
e. The minimum distance measured by the sensor; the system considers it (Dmin).

The first part of the sensing system generates three Favorable Evidence Degree, $\mu_1$, $\mu_2$ and $\mu_3$.

The Favorable Evidence Degree $\mu_1$ is related to the distance between the sensor and the obstacle. The nearer the obstacle is from the sensor, the bigger $\mu_1$ value is.

The Favorable Evidence Degree $\mu_2$ is related to the coordinate position on the arc BC shown in the figure 17. As the analyzed coordinate is near from the point A, the $\mu_2$ value must be the biggest. And as the analyzed coordinate is near from the points B or C, the $\mu_2$ value must be the smallest. The inspiration for this idea comes from [16] which says that the probability for the obstacle be near from the point A is high. And this probability decreases as we analyze the region near from the points B and C.

Eventually, the Favorable Evidence Degree $\mu_3$ is the previous value of the coordinate Favorable Evidence Degree.

### 6.1.1 Paraconsistent artificial neural network architecture

In the figure 18, it is shown Paraconsistent Artificial Neural Network - PANN architecture for the sensing subsystem.

![Paraconsistent Artificial Neural Network](https://example.com/fig18.png)

**Fig. 18.** Chosen Paraconsistent Neural Network Architecture for sensing system.

The PANN output $\mu$ is Favorable Evidence Degree for the analyzed position. There is a database which has recorded the $\mu$ for each analyzed position. The robot considers each position as a cell.

### 6.2 Results of the sensing subsystem

The sensing subsystem has been tested by simulating its inputs and analyzing the database generated. The database stores Favorable Evidence Degree in each environment position.
analyzed. It is shown here the result of three tests. The information from one ultrasonic sensor was considered as the Sensing System inputs.

### 6.2.1 First test

The configuration parameters of this test have been the following. The distance between the environment coordinates (a): 10. The angle of the ultrasonic sensor conical field of view (β): 30. The number of positions on the arc of the sensor conical field of view considered by the system (n): 10. The maximum distance measured by the sensor; the system considers it (Dmax): 800. The minimum distance measured by the sensor; the system considers it (Dmin): 8.

The mechanical subsystem treats the data from the sensors and generates the sensing subsystem inputs. It has been needed to simulate the sensing subsystem inputs because the mechanical subsystem has not been implemented yet.

Thus, the simulated sensing subsystem data have been the ones described in the follow. The distance between the sensor and the obstacle (D): 200. The angle between the horizontal axis of the environment and the direction to the front of the sensor (α): 30. The coordinate where the robot is (Xa, Ya): (0, 0).

It has been simulated the first measuring of the sensor, then, μ3 has been initially 0.

It is shown in the figure 19 the representation of the coordinates in which sensing system considered to have obstacles in. Summarizing, the figure 10 is a graphical representation of the database generated by sensing subsystem.

![Fig. 19. The graphical representation of the database generated by the first test of sensing subsystem](www.intechopen.com)
Table 1. Results of the first test.

The analyzed coordinates and their Favorable Evidence Degree are shown in the table 1.

<table>
<thead>
<tr>
<th>Coordinate</th>
<th>µ</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (18,10)</td>
<td>0.438</td>
</tr>
<tr>
<td>B (17,11)</td>
<td>0.413</td>
</tr>
<tr>
<td>C (17,12)</td>
<td>0.388</td>
</tr>
<tr>
<td>D (16,13)</td>
<td>0.363</td>
</tr>
<tr>
<td>E (15,14)</td>
<td>0.338</td>
</tr>
<tr>
<td>F (15,15)</td>
<td>0.313</td>
</tr>
<tr>
<td>G (14,15)</td>
<td>0.288</td>
</tr>
<tr>
<td>H (13,16)</td>
<td>0.263</td>
</tr>
<tr>
<td>I (12,17)</td>
<td>0.238</td>
</tr>
<tr>
<td>J (11,17)</td>
<td>0.213</td>
</tr>
<tr>
<td>K (10,18)</td>
<td>0.188</td>
</tr>
<tr>
<td>L (18,10)</td>
<td>0.413</td>
</tr>
<tr>
<td>M (19,9)</td>
<td>0.388</td>
</tr>
<tr>
<td>N (19,8)</td>
<td>0.363</td>
</tr>
<tr>
<td>O (20,7)</td>
<td>0.338</td>
</tr>
<tr>
<td>P (20,6)</td>
<td>0.313</td>
</tr>
<tr>
<td>Q (20,5)</td>
<td>0.288</td>
</tr>
<tr>
<td>R (20,4)</td>
<td>0.263</td>
</tr>
<tr>
<td>S (20,3)</td>
<td>0.238</td>
</tr>
<tr>
<td>T (20,2)</td>
<td>0.213</td>
</tr>
<tr>
<td>U (20,0)</td>
<td>0.188</td>
</tr>
</tbody>
</table>

6.2.2 Second test

The configuration parameters of this test have been the same as the ones from the first test. The simulated sensing subsystem data have been the ones described in the follow. The distance between the sensor and the obstacle (D): 400. The angle between the horizontal axis of the environment and the direction to the front of the sensor (α): 45. The coordinate where the robot is (Xa, Ya): (0, 0).

It has been simulated the first measuring of the sensor, then, μ3 was initially 0.

It is shown in the figure 20 the graphical representation of the database generated by the sensing subsystem.
Fig. 20. The graphical representation of the database generated by the second test of the sensing subsystem
The analyzed coordinates and their Favorable Evidence Degree are shown in the table 2.

<table>
<thead>
<tr>
<th>Coordinate</th>
<th>µ</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (29,29)</td>
<td>0.375</td>
</tr>
<tr>
<td>B (27,30)</td>
<td>0.35</td>
</tr>
<tr>
<td>C (26,32)</td>
<td>0.325</td>
</tr>
<tr>
<td>D (24,33)</td>
<td>0.3</td>
</tr>
<tr>
<td>E (22,34)</td>
<td>0.275</td>
</tr>
<tr>
<td>F (20,35)</td>
<td>0.25</td>
</tr>
<tr>
<td>G (19,36)</td>
<td>0.225</td>
</tr>
<tr>
<td>H (17,37)</td>
<td>0.2</td>
</tr>
<tr>
<td>I (15,38)</td>
<td>0.175</td>
</tr>
<tr>
<td>J (13,39)</td>
<td>0.15</td>
</tr>
<tr>
<td>K (11,39)</td>
<td>0.125</td>
</tr>
<tr>
<td>L (30,27)</td>
<td>0.35</td>
</tr>
<tr>
<td>M (32,26)</td>
<td>0.325</td>
</tr>
<tr>
<td>N (33,24)</td>
<td>0.3</td>
</tr>
<tr>
<td>O (34,22)</td>
<td>0.275</td>
</tr>
<tr>
<td>P (35,20)</td>
<td>0.25</td>
</tr>
<tr>
<td>Q (36,19)</td>
<td>0.225</td>
</tr>
<tr>
<td>R (37,17)</td>
<td>0.2</td>
</tr>
<tr>
<td>S (38,15)</td>
<td>0.175</td>
</tr>
<tr>
<td>T (39,13)</td>
<td>0.15</td>
</tr>
<tr>
<td>U (39,11)</td>
<td>0.125</td>
</tr>
</tbody>
</table>

Table 2. Results of the second test.

6.2.3 Third test
The configuration parameters and the sensing subsystem data have been the same ones of the second test; then the analyzed coordinates have been the same as the second test. The third test has been done just after the second, therefore, their Favorable Evidence Degree have been different from the one in the second test because µ3 has been the Favorable Evidence Degree generated by the second test.

The analyzed coordinates and their Favorable Evidence Degree are shown in the table 3. If it is considered the sequence of positions from K to U as an arc in the three tests; it is perceived that the Favorable Evidence Degree (µ) decreases as the coordinate is farther from the center of the arc. It means that the system is working as desired.

6.3 Planning subsystem
The planning subsystem is responsible for generating the sequence of movements the robot must perform to achieve a set point. The sensing subsystem has the objective of informing the planning subsystem about the position of obstacles; and the mechanical subsystem is the robot itself, it means, the mobile mechanical platform which carries all devices away from the other subsystems. This platform must also perform the sequence of movements which are borne by the planning subsystem.
Table 3. Results of the third test.

<table>
<thead>
<tr>
<th>Coordinate</th>
<th>μ</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (29,29)</td>
<td>0.565</td>
</tr>
<tr>
<td>B (27,30)</td>
<td>0.525</td>
</tr>
<tr>
<td>C (26,32)</td>
<td>0.49</td>
</tr>
<tr>
<td>D (24,33)</td>
<td>0.45</td>
</tr>
<tr>
<td>E (22,34)</td>
<td>0.415</td>
</tr>
<tr>
<td>F (20,35)</td>
<td>0.375</td>
</tr>
<tr>
<td>G (19,36)</td>
<td>0.34</td>
</tr>
<tr>
<td>H (17,37)</td>
<td>0.3</td>
</tr>
<tr>
<td>I (15,38)</td>
<td>0.265</td>
</tr>
<tr>
<td>J (13,39)</td>
<td>0.225</td>
</tr>
<tr>
<td>K (11,39)</td>
<td>0.19</td>
</tr>
<tr>
<td>L (30,27)</td>
<td>0.525</td>
</tr>
<tr>
<td>M (32,26)</td>
<td>0.49</td>
</tr>
<tr>
<td>N (33,24)</td>
<td>0.45</td>
</tr>
<tr>
<td>O (34,22)</td>
<td>0.415</td>
</tr>
<tr>
<td>P (35,20)</td>
<td>0.375</td>
</tr>
<tr>
<td>Q (36,19)</td>
<td>0.34</td>
</tr>
<tr>
<td>R (37,17)</td>
<td>0.3</td>
</tr>
<tr>
<td>S (38,15)</td>
<td>0.265</td>
</tr>
<tr>
<td>T (39,13)</td>
<td>0.225</td>
</tr>
<tr>
<td>U (39,11)</td>
<td>0.19</td>
</tr>
</tbody>
</table>

6.4 Mechanical subsystem
The Emmy III mechanical part must perform the schedule which is determined by the planning system. The mechanical subsystem must know the position where it is, therefore, a monitoring position makes part of this construction. In the process, for each cell that the robot reaches, any possible error of position should be considered. Some Emmy III prototypes are described here.

6.4.1 First prototype of the autonomous mobile robot Emmy III
The first prototype is composed of a planning subsystem and a mechanical construction. The planning system considers all cells free.
The planning subsystem asks for the initial point and the aimed point. After that, a sequence of movements is given on a screen. Also a sequence of pulses is sent to the step Motors which are responsible for moving the physical platform of the robot. So, the robot moves from the initial point to the aimed point.
The Figure 21 shows the planning system screen.
The physical construction of the first prototype of the Emmy III robot is basically composed of a circular platform of approximately 286 mm of diameter and two-step motors. The Figure 22 shows the Emmy III first prototype. The planning subsystem is recorded in a notebook. And the communication between the notebook and the physical construction is made through the parallel port. A potency driver is responsible for getting the pulses from the notebook and sending them to the step motors which are responsible for moving the robot.
6.4.2 Second prototype of the autonomous mobile robot Emmy III

Similarly to the first prototype, the second prototype of the autonomous mobile robot Emmy III is basically composed of a planning subsystem and a mechanical structure. The planning subsystem can be recorded in any personal computer and the communication between the personal computer and the mechanical construction is done through a USB port. The planning system considers the environment around the robot divided into cells. So, it is necessary to inform the planning system about the cell the robot is in, and the aimed cell too. The answer of the planning system is a sequence of cells which the robot must follow to go from the origin cell to the aimed cell.

The planning system considers all cells free. The Figure 23 shows the screen of the planning system.
The planning system considers all cells free. The mechanical construction is basically composed of a steel structure, two DC motors and three wheels. Each motor has a wheel fixed in its axis and there is a free wheel. There is an electronic circuitry on the steel structure. The main device of the electronic circuitry is the microcontroller PIC18F4550 that is responsible for receiving the schedule from the planning system and activates the DC motors. Also there is a potency driver between the microcontroller and the DC motors.

7. Conclusions

In this work, it is discussed several autonomous mobile robots dubbed Emmy. They are based on a new kind of logic, namely the Paraconsistent Annotated Evidential Logic Eτ. A logical controller – Paracontrol served as basis for control system and in the 3rd prototype it was incorporated the use of Artificial Neural Network, also based on Logic Eτ.

This work presents a proposal of an autonomous mobile robot composed of three modules: sensing subsystem, planning subsystem and mechanical subsystem. The mechanical subsystem has not been implemented yet.
The aim of the sensing subsystem is to inform the planning subsystem the positions in which may have obstacles in. It considers the environment divided into coordinates. The sensing subsystem is based on the Paraconsistent Artificial Neural Network - PANN. The sensing subsystem neural network is composed of two types of cells: Analytic Paraconsistent Artificial Neural Cell – CNAPa and Passage Paraconsistent Artificial Neural Cell - CNAPpa.

The output of the sensing subsystem is the Favorable Evidence Degree related to the sentence: there is obstacle in the position. In fact, the sensing subsystem generates a database with the Favorable Evidence Degree for each analyzed coordinate.

Some tests were made with the sensing subsystem. The reached results were satisfactory. The next step is the implementation of the mechanical subsystem and the connection of the three subsystems.
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