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1. Introduction

In wildlife research, telemetry data are often converted to home ranges. The concept of an animal’s home range can be defined as the “... area traversed by the individual in its normal activities of food gathering, mating and caring for young” (Burt, 1943, pg. 351). The delineation and analysis of home ranges is common in wildlife research, and several reviews of home range studies exist (Harris et al., 1990; Laver & Kelly, 2008). Site fidelity (Edwards et al., 2009), population abundance (Trewhella et al., 1988), prey-predatory abundance (Village, 1982), impacts of human disturbance (Apps et al., 2004; Berland et al., 2008; Frair et al., 2008; Rushton et al., 2000; Thiel et al., 2008), feeding strategies (Hulbert et al., 1996) and ecological correlates of critical habitat (Tufto, 1996; Fisher, 2000) are examples of topics addressed using home range as the analysis unit.

Home ranges are typically delineated with polygons. Locations within the polygon are considered part of the animal’s home range, and locations outside are not. As evidenced by the large number of home range studies, such binary approaches have been useful. However, landscape use by wildlife is spatially heterogeneous (Johnson et al., 1992; Kie et al., 2002). Edges (Yahner, 1988), disturbances (i.e., roads and forest harvesting) (Berland et al., 2008), and patch size (Kie et al., 2002) are just a few landscape features that cause heterogeneity in the geographic distribution of wildlife within home ranges. To account for spatial heterogeneity within a home range, core areas, defined as those used most frequently and likely to contain homesites, along with areas of refuge and dependable food sources (Burt, 1943) are sometimes delineated to create categories of habitat use (e.g., Samuel et al., 1985). Characterizing the spatial variation in wildlife distributions should improve our understanding of habitat use, especially in conjunction with the growing spatial extents of wildlife data sets.

Arguably, the two most common approaches to demarcating a home range are the minimum convex polygon and kernel density estimation (Harris et al., 1990). The minimum convex polygon tends to overestimate home range size by including all the unused areas between outermost locations and increasing in area with large sample sizes (Börger et al., 2006a; Katajisto & Moilanen, 2006). As such, kernel density estimation is often preferred when demarcating a home range (Seaman & Powell, 1996; Marzluff et al., 2004; Börger et al., 2006a; Laver & Kelly, 2008). Although used to delineate binary home ranges, kernel density estimation generates a surface of values within the home range, which is useful for characterizing spatial variability in wildlife intensity. Kernel density surfaces are often referred to as utilization distributions as they give values that indicate higher and lower utilization of locations by individuals.
Regardless of how the home range is calculated, there are benefits to converting point-based telemetry data to polygonal home ranges. First, unless telemetry data are collected at a very high temporal frequency, almost continuously, telemetry data represent a sample of locations visited by an individual. Conversion to a polygon is an attempt to represent the complete range of possible movements. Second, conversion to a utilization distribution has the additional benefit of being useful for integrating telemetry data with environmental data sets. Often stored within a Geographic Information System (GIS), many environmental data sets are represented using raster grids. A common example is elevation data sets, which are stored in grid cells, of varying size. Kernel density estimated values are also stored as grid cells enabling efficient integration of utilization distributions with other map-based data sets.

As telemetry data sets have grown in temporal extent, it has become useful to employ home ranges to assess wildlife movement and habitat use through time. Characterizing the temporal change in home ranges has been used to study seasonal movement (Georgii, 1980), relate home range size to population abundance (Lowe et al., 2003) and land use (Viggers & Hearn, 2005), and characterize the spatial interactions of predator and prey (Village, 1982). Typically, when quantifying home range change, areal sizes are compared (e.g., Lurz et al., 1997; Lowe et al., 2003; Edwards et al., 2009) or the proportions of areal overlap enumerated (e.g., Georgii, 1980; Atwood & Weeks, 2003). In a few examples, spatial-temporal patterns of home ranges are quantified in greater detail. For instance, the multi-temporal persistence of home ranges has been related to landscape disturbance (Berland et al., 2008). Two additional approaches were identified by Kie et al. (2010) as showing potential for identifying temporal changes in home ranges. The first approach uses mixed effect models to relate temporal variation in patterns of telemetry data to climate, habitat, and age/sex variables of deer (Börger et al., 2006b). The second considers spatial variation in habitat use (represented by utilization distributions, defined below) continuous in time and representative of four dimensions (latitude, longitude, elevation, and time) (Keating & Cherry, 2009). Using a product-kernel, temporal patterns in space use were characterized using a circular time scale. Improved approaches to wildlife data collection, such as satellite and global positioning system (GPS) collars, in combination with concerns over climate change and growing anthropogenic pressures on wildlife, have increased the number of possible multi-temporal wildlife research questions. Development of new analytical approaches has begun and must continue if high temporal resolution telemetry data can be used to their full potential.

Here, I present three novel approaches to quantifying spatial-temporal change in home ranges. The first method, Spatial Temporal Analysis of Moving Polygons (STAMP), uses topological relationships of home range polygons to quantify spatial-temporal patterns of home ranges. The second method detects statistically significant change between two kernel density-estimated surfaces, and is utilized to characterize statistical change in intensity of habitat use within home ranges. The third method, an integration of methods one and two, simultaneously quantifies both the spatial-temporal pattern and change in wildlife intensities within home ranges. Described below, the new methods are demonstrated on caribou (Rangifer tarandus caribou) data from western Canada, and their benefits are outlined and compared to traditional approaches. To begin, home range delineation and typical approaches to change detection are presented as the basis for comparison with these novel approaches.

2. Home range methods

2.1 Telemetry data

The methods presented and compared in this chapter are applied to data on the Swan Lake woodland caribou herd, located in the southern Yukon, near Swift River (60°10'N,
131°07′W), and northern British Columbia, east of Teslin Lake (59°59′N, 132°25′W). Data were collected using very high frequency (VHF) transmitters. In 2006, 128 telemetry locations were obtained from 27 animals. In 2007, 68 telemetry locations were obtained from 18 animals (Fig. 1).

Fig. 1. Caribou telemetry data for 2006 and 2007.

### 2.2 Home range delineation and standard change analysis

Home ranges were delineated using kernel density estimation, a nonparametric approach for generating a continuous intensity surface (Seaman & Powell, 1996). Theoretically, the intensity \( \lambda(z) \) of observations at each location \( z \) in a study area \( A \) is estimated using the kernel density estimator

\[
\hat{\lambda}(z) = \frac{\text{the number of events in a neighbourhood centred on } z}{\text{area of the neighbourhood}}
\]  

(1)

A more exact estimate, \( \hat{\lambda}_\tau(z) \), can be calculated using

\[
\hat{\lambda}_\tau(z) = \left\{ \sum_{i=1}^{n} \frac{1}{\tau^2} k\left( \frac{z - z_i}{\tau} \right) \right\} \quad z \in A,
\]  

(2)

where \( z \) and \( A \) are defined as above, \( \tau \) is the radius or bandwidth of a circular neighbourhood centred on \( z \), \( k() \) is the probability density function that is symmetric about
$z_i$ and $z_j$ ($i=1, \ldots, n$), are the locations of $n$ events. For home range delineation, the bandwidth size is typically selected via least-square cross-validation (LSCV) and a 95% threshold used to demarcate the home range boundary (Seaman & Powell, 1996; Seaman et al., 1999).
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**Fig. 2.** Kernel density estimated surface generated from 2006 caribou telemetry data.

For the woodland caribou data, the bandwidth was defined as the mean LSCV for 2006 and 2007 data, which is 2.18 km (Fig. 2 and 3). For kernel-based change detection, it is beneficial to have consistent bandwidths (Bowman & Azzalini, 1997, pg. 114). The annual home range size was 1999.31 km$^2$ and 1231.28 km$^2$ in 2006 and 2007, respectively. Home ranges overlapped by 781.48 km$^2$ (31.91%) (Fig. 4).
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**Fig. 3.** Kernel density estimated surface generated from 2007 caribou telemetry data.
Fig. 4. Caribou home ranges for 2006 and 2007, generated using kernel density estimation.

3. Quantifying spatial-temporal change in home ranges

An overview of the three methods presented is provided in Fig. 5.

Fig. 5. An overview of the three methods presented: STAMP, kernel density estimation (KDE) change detection, and the integration of STAMP and KDE change detection. T1 and T2 indicate time period 1 and time period 2, respectively.
3.1 Spatial-temporal analysis of moving polygons (method 1)
STAMP employs topological relationships of polygons to characterize spatial-temporal patterns of home range change between two time periods ($t$ and $t+1$) (Sadahiro, 2001; Sadahiro & Umemura, 2001; Robertson et al., 2007). By intersecting home range polygons for two time periods, within a GIS, polygon relationships may be used to categorize space-time patterns of change. New polygons are produced by the intersection, and each is classified based on the polygon state (home range or not) in both time periods and the space-time patterns of adjacent polygons. Polygons are assigned to one of five pattern categories: stable, disappearance, contraction, generation, and expansion (Fig. 6). Stable patterns are locations where the home range is present in $t$ and $t+1$. In stable locations there is consistent habitat use or site fidelity (e.g., Edwards et al., 2009). Disappearance and contraction patterns indicate that a location is part of a home range in $t$ but not $t+1$. Disappearance patterns are spatially isolated, as opposed to contraction patterns which are spatially adjacent to other home range areas that have changed in a different way. Generation and expansion patterns both indicate that a location was not part of a home range in $t$, but became part of a home range in $t+1$. While generation patterns are spatially isolated, expansion events are spatially adjacent to home range areas that have changed in other ways. Disappearance, contraction, generation, and expansion all indicate different types of home range drift (e.g., Edwards et al., 2009).
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Fig. 6. Spatial-temporal patterns in 2006 to 2007 caribou home ranges. Spatial-temporal patterns are defined by STAMP or topological relationships between home range polygons.

For the Swan Lake caribou, all five spatial-temporal patterns were identified (Fig. 6, Table 1). Contraction was the dominant pattern (37.50%), while generation was least common (5.82%). Stable patterns occurred for 31.91% of the home range area, and expansion and disappearance occurred in similar proportions, 12.54% and 12.22% respectively.
Traditional methods demonstrate that the Swan Lake caribou’s home range declined from 2006 (1999.31 km$^2$) to 2007 (1231.28 km$^2$). The STAMP analysis indicates that while a decline in home range area dominates, in some regions new habitat was used. For instance, Fig. 2 indicates that caribou were using new habitat to the east. In addition to providing a more complete spatial representation of space-time habitat use, the results of STAMP are mappable. Mapped spatial-temporal patterns can be related to additional data sets in order to evaluate hypotheses associated with home range change. For example, associations between resources and space-time patterns may be hypothesized and tested by integrating the spatial-temporal patterns with resource availability data.

### Table 1. Area and proportion of spatial-temporal patterns of home range change from 2006 to 2007.

<table>
<thead>
<tr>
<th>Spatial-Temporal Patterns</th>
<th>km$^2$</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stable</td>
<td>781.48</td>
<td>31.91</td>
</tr>
<tr>
<td>Disappearance</td>
<td>299.38</td>
<td>12.22</td>
</tr>
<tr>
<td>Contraction</td>
<td>918.45</td>
<td>37.50</td>
</tr>
<tr>
<td>Generation</td>
<td>142.63</td>
<td>5.82</td>
</tr>
<tr>
<td>Expansion</td>
<td>307.17</td>
<td>12.54</td>
</tr>
<tr>
<td>Total</td>
<td>2449.11</td>
<td>100.00</td>
</tr>
</tbody>
</table>

3.2 Kernel density estimation change detection (method 2)

A method of change detection designed specifically for use with kernel density estimated surfaces is well suited to characterizing change in the intensity of habitat use within home ranges (Nelson et al., 2008). Kernel density estimation change detection identifies locations of statistically significant positive and negative changes, and enables the rate of change, considered significant, to vary spatially (Bowman & Azzalini, 1997, pp. 112-117). This method is a square root variance stabilizing transformation of the difference between two kernel density estimated surfaces, and is most appropriate for use when kernel estimates are generated using the same bandwidth (Bowman & Azzalini, 1997, pg. 114). The difference between the square root kernel density estimates at location $i$, for two time periods $t$ and $t+1$, $\text{change}_{i,t+1}$, is measured in terms of pooled standard deviations by calculating

$$\text{change}_{i,t+1} = \frac{\sqrt{\hat{\lambda}_{i,t}^2} - \sqrt{\hat{\lambda}_{i,t+1}^2}}{\sqrt{SE_t^2 + SE_{t+1}^2}}$$

(3)

where $\hat{\lambda}_{i,t}$ is the kernel density estimate at location $i$ in year $t$, and $\hat{\lambda}_{i,t+1}$ is the kernel density estimate at the same location in the following year. $SE_t$ and $SE_{t+1}$ are the standard errors in the respective years.

The standard error is a measure of the variance of the kernel function. Kernel density variance is dependent on the shape or curvature of the kernel, the search radius, and the total sample size. For traditional kernel density estimators, these parameters are invariant over space. Therefore, the standard error is a constant defined as
where \( k(z) \) is the Gaussian kernel with a mean of zero and a standard deviation of \( \sqrt{2} \).

Significant positive change (\( \alpha = 0.05 \)) occurs at location \( i \) when \( \text{change}_\Delta t > 1.96 \) and significant negative change occurs when \( \text{change}_\Delta t < -1.96 \). Otherwise, no significant change is assumed to have occurred. Calculating \( \text{change}_\Delta t \) in this way does not produce an exact measure of statistically significant change. Kernel density estimators produce estimates, and the standard error or variance can be thought of as a confidence envelope around that value. Therefore, significant change is also estimated (Bowman & Azzalini, 1997, pg. 116; Fotheringham et al., 2002, pg. 205).

When change in the caribou home range is quantified as the intersection of two binary home ranges, 31.81% of the area is found to overlap, suggesting that change has occurred in 68.09% of the home range. However, when change is defined by statistical significance, only 31.39% of the area has changed and change can be categorized as increasing use (positive change, 5.39%) or decreasing use (negative, change 26.00%) (Fig. 7). By assessing change with statistical significance, and enabling the rate of significant change to vary over space, no change is identified near edges of the home range, where intensity values are small and/or zero. Changes in intensity, not captured with binary approaches, are emphasized.

Fig. 7. Spatial-temporal change in 2006 to 2007 caribou home ranges. Change is defined as statistically significant variation in kernel density estimates generated from telemetry data. (The semicircles of positive and negative change are edge effects created by the software used for detecting change.)
As an example, when home ranges are binary, no change will be detected at a location associated with one telemetry point in the first time period and twelve in the second time period. The kernel approach, in contrast, has the potential to identify these as significant changes. As with STAMP, output of the kernel density approach is mappable, accounts for spatial variation in home range patterns, and integrates with other GIS data.

3.3 Integrating STAMP and kernel change approaches (method 3)

In the final method, STAMP and kernel density estimation change detection are integrated to characterize how wildlife intensity varies for different spatial-temporal home range patterns. The amount of statistically significant change in intensity can be determined for each spatial-temporal home range pattern. For disappearance and contraction, only negative change or decreasing use will occur; for generation and expansion, only positive change or increasing use will occur; and for stable patterns, both types of change may be present.

With the caribou data, stable patterns have both positive and negative change, and differentiating the types of change identifies how intensity of use is varying within areas used consistently through time (Table 2). In the caribou example, 3.73% and 12.99% of stable pattern areas had statistically significant positive and negative change, respectively. Given the general decline in home range areas, stable areas that have had an increased use, or no decline in use, may be the most important habitat for conservation.

<table>
<thead>
<tr>
<th>Positive Change</th>
<th>Negative Change</th>
<th>No Change</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>km²</td>
<td>%</td>
<td>km²</td>
</tr>
<tr>
<td>Stable</td>
<td>29.17</td>
<td>3.73</td>
<td>101.52</td>
</tr>
<tr>
<td>Disappearance</td>
<td>0.00</td>
<td>0.00</td>
<td>83.58</td>
</tr>
<tr>
<td>Contraction</td>
<td>0.00</td>
<td>0.00</td>
<td>453.90</td>
</tr>
<tr>
<td>Generation</td>
<td>50.08</td>
<td>35.11</td>
<td>0.00</td>
</tr>
<tr>
<td>Expansion</td>
<td>52.75</td>
<td>17.17</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 2. Area of statistically significant changes in kernel density estimates and the proportion of significant change for each spatial-temporal pattern of home range change from 2006 to 2007.

Integrating results of STAMP and kernel density change demonstrate that 27.92% of the area of disappearance patterns had statistically significant negative change, while 49.42% of contraction area was associated with negative change (Table 2). One might anticipate that the spatially isolated disappearance events would have more negative change, as these are locations within regions where habitat use has ceased. However, in the caribou example, disappearance is often associated with a single telemetry point in \( t \) followed by no use in \( t+1 \). Greater magnitude changes in intensity are occurring in central portions of the home range where many telemetry points are identified in \( t \) and in an area associated with contraction in spatial-temporal patterns.

4. Conclusion

Data on wildlife locations are increasingly detailed in both space and time. Conversion to binary home range maps has been useful. However, the methods presented here take
advantage of greater data detail and enable new spatial-temporal research questions to be addressed. There is a general dearth of temporal methods for geographical data, and efforts are underway to develop new methods for space-time analysis that will likely have applications and benefits in wildlife and ecological studies (e.g., Rey & Janikas, 2006). Spatially explicit methods will be increasingly important as data sets continue to increase in size. All the methods presented in this chapter are mappable and can be integrated with other GIS data sets. For instance, locations of change can be correlated to environmental variables (elevation or landscape fragmentation), resource selection functions (e.g., Boyce and McDonald, 1999), roads, or human disturbance data. Existing literature is useful for generating hypotheses on space-time home range patterns and changes in home range intensity. By quantifying observed patterns and integrating additional data, it is possible to determine if the patterns are different from or similar to our expectations. Linking patterns of change with additional data sets will enable testing of hypotheses on processes driving change. Knowing where change is occurring is essential for conservation and management of wildlife and habitat. Methods that not only locate, classify, and quantify change, but that integrate change maps with data on environmental and human activities, are essential for conservation. The methods presented here are applicable to any wildlife research where home ranges are defined by kernel density estimation and two or more home ranges occur in a study area. While I have demonstrated approaches for detecting change between two time periods, these methods are also useful when comparing spatially overlapping home ranges of individuals or populations, such as analysis of predators and prey home ranges.
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6. References


Telemetry is based on knowledge of various disciplines like Electronics, Measurement, Control and Communication along with their combination. This fact leads to a need of studying and understanding of these principles before the usage of Telemetry on selected problem solving. Spending time is however many times returned in form of obtained data or knowledge which telemetry system can provide. Usage of telemetry can be found in many areas from military through biomedical to real medical applications. Modern way to create a wireless sensors remotely connected to central system with artificial intelligence provide many new, sometimes unusual ways to get a knowledge about remote objects behaviour. This book is intended to present some new up to date accesses to telemetry problems solving by use of new sensors conceptions, new wireless transfer or communication techniques, data collection or processing techniques as well as several real use case scenarios describing model examples. Most of book chapters deals with many real cases of telemetry issues which can be used as a cookbooks for your own telemetry related problems.
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