1. Introduction

Defects in crystalline materials modify locally the periodic order in a crystal structure. They characterize the real structure and modify numerous physical and mechanical properties of a crystal. Crystal defects are generally divided by their dimension: point defects are also known as zero-dimensional (0-D) defects, while dislocations are 1-D, twins and grain boundaries are 2-D, and precipitates are denoted as 3-D defects. Dislocations were implemented for the first time in the early 1900th to explain the elastic behavior of homogeneous, isotropic media. Based on Volterra’s “distorsioni” (Volterra, 1907), Love has introduced the term “dislocation” to describe a discontinuity of displacement in an elastic body (Love, 1927). The application of this term to denote a particular elementary type of deviation from the ideal crystal lattice structure was due to Orowan (1934), Polanyi (1934), and Taylor (1934a, 1934b).

A dislocation is characterized by a vector parallel to the dislocation line and a displacement or Burgers vector which is a certain finite increment $\mathbf{b}$ induced by the elastic displacement vector $\mathbf{u}$. The Burgers vector is equal to one of the lattice vectors in magnitude and direction and may be written as (Hirth & Lothe, 1982)

$$ \oint \mathbf{u} = \int \frac{d\mathbf{u}}{ds} ds = -b_l . $$

The direction along the contour $s$ is that of a right-hand screw relative to the chosen direction along the dislocation line $\ell$, that is, relative to the unit vector $\mathbf{t}$ tangent to the dislocation line (Frank, 1951). The edge dislocation, introduced by Orowan (1934), Polanyi (1934), and Taylor (1934a, 1934b), is represented by the line $\ell$ along which the vectors $\mathbf{t}$ and $\mathbf{b}$ are perpendicular. If the vectors $\mathbf{t}$ and $\mathbf{b}$ are parallel, then the corresponding dislocation is called a screw dislocation (Burgers, 1939, 1940). In many materials, dislocations are found where the line direction and $\mathbf{b}$ are neither perpendicular nor parallel and these dislocations are called mixed dislocations, consisting of both edge and screw character.

In the elastic theory of isotropic media a dislocation is a line representing the boundary of the slipped region. Its strength is characterized by the displacement. The strain field around the dislocation is depicted as a cylinder. Among other things, the model explains the strain distribution around the dislocation, but cannot describe the strain in the center, i.e. in the core of the dislocation. Furthermore, the model does also not regard the influence of the
lattice periodicity of real crystals. Burgers & Burgers (1935) as well as Taylor (1934a, b), Polanyi (1934), and Kochendörfer (1938) already pointed out that a dislocation moves by skipping individual atoms via potential walls. A first phenomenological model considering a potential energy of displacement that reflects the lattice periodicity was proposed by Frenkel and Kontorova (see Dehlinger and Kochendörfer, 1940). The model was modified by Peierls (1940) and extended by Nabarro (1947). Here, the displacement of the crystal lattice and the associated stress are considered to be caused by a number of infinitesimal dislocations originally suggested by Eshelby (1949). For edge dislocations, the width, or core region, in the Peierls-Nabarro model is given by

\[ 2\xi = d/(1 - \nu) \]  

(2)

where \( d \) is the lattice plane distance and \( \nu \) is the Poisson ratio. The introduction of the parameter \( \xi \) has the effect of removing the singularity at the origin of the dislocation that is present in model of Volterra (Hirth & Lothe, 1982). For screw dislocations the Peierls-Nabarro model assumes a stress component near the core which spreads out of the plane. This phenomenon anticipates the dissociation of a dislocation. The model also explains the motion of dislocations and results in the introduction of the Peierls energy, which represents the periodic displacement potential energy, as well as the Peierls stress required to overcome this potential barrier. The concept of kinks and jogs in dislocation lines is also a consequence of the model (Friedel, 1979). The Peierls-Nabarro model has been influential in the development of dislocation theory of more than 60 years. It was, for instance, modified to explain the dislocation motion (Hirth & Lothe, 1982), or to understand the structure of the dislocation core (Duesbery & Richardson, 1991; Bulatov & Cai, 2006).

Early investigations on semiconductor materials indicated the presence of electrically charged dislocations. It was already proved by Gallagher (1952) that plastic deformation of silicon and germanium increases their resistivity. Hall effect measurements suggested the introduction of acceptor-type levels in n-type Ge by deformation which was explained by negatively charged dislocation lines screened by a positive space charge region (Pearson et al., 1954). Based on these results and a remark of Shockley that dangling bonds in the core of an edge dislocation exist, Read (1954a,b) formulated a phenomenological theory of charged dislocations. He introduced the concept of dislocation electron levels, the occupation ratio of dislocation levels, and the radius of a Read cylinder surrounding each charged dislocation and screening the linear charge localized on it. Read (1954a,b) assumed that the dislocation states are represented by a single level or a one-dimensional band which is empty when the dislocation is in the neutral state. This assumption is applicable only at low temperatures (Labusch & Schröter, 1980). On the other hand, Schröter and Labusch (1969) argue that even at higher temperatures the dislocation band is half filled in the neutral state. Furthermore, dangling bonds does not exist in real dislocations. Numerous theoretical and experimental investigation particularly on dislocations in silicon refer to reconstructed dislocation cores. Therefore the electrical activity is related to defects on the dislocation core, such as kinks, jogs, and also by point defects bound to the core or in the elastic or electric field of the dislocation (Schröter & Cerva, 2002). While different types of dislocations are distinguished by different core defects their electrical activity is different (Alexander & Teichler, 1991). In addition, the concentration of point defects interacting with dislocations is doubtful even in the case of elemental semiconductors.
The present chapter reviews the current understanding about the structure and properties of dislocations in silicon and is based on earlier reviews given for instance by Bulatov et al. (1995), Alexander & Teichler (2000), Schröter & Cerva (2002), Spence (2007), and Kveder & Kittler (2008). All these papers demonstrate a substantial progress over the years but show also that a number of problems such as dislocation mobility, structure of the dislocation core, or electronic properties are not completely solved (George & Yip, 2001; Spence 2007). For instance, \textit{ab-initio} computer simulations using different approaches result in a large number of models of the core structure of different dislocations which are not verified experimentally. The experimental data of dislocation motion can only be partially simulated by limiting the number of atoms, etc. (Bulatov & Cai, 2006). Another problem is the fundamental difference between theoretical calculations and experiment. While only individual dislocations are regarded in most of the calculations, a large number of dislocations is involved in experimental measurements such as plastic deformation. These measurements integrate not only over a number of dislocations but may also include data of different dislocation types and the interaction with a more or less unknown concentration of point defects. A further paragraph of this chapter is therefore dedicated to the preparation and characterization of only a small number of defined dislocations.

2. Structure of dislocations in silicon

Silicon crystallizes in the cubic diamond structure (space group Fd3m). The lattice constant is \(a = 0.543\) nm. The glide plane is \{111\} and perfect dislocations have Burgers vectors of the type \(b = a/2(110)\). Hornstra (1958) has introduced two types of perfect dislocations in the diamond lattice: a pure screw dislocation and the so-called 60° dislocation, where the Burgers vector is inclined at an angle of 60° to the dislocation line. The diamond structure corresponds to two face-centered cubic (fcc) lattices displaced by \((1/4, 1/4, 1/4)\). Hence, atoms in both lattices do not have identical surroundings. Due to this fact, there are two distinct sets of \{111\} lattice planes; the closely spaced glide subset and the widely spaced shuffle subset (Hirth & Lothe, 1982). There is a long controversial discussion about the dominant dislocation type in the diamond structure. Early publications suggest the presence of dislocations in the shuffle set because movement through one repeat distance on a shuffle plane breaks one covalent bond per atomic length of dislocation (e.g. Seitz, 1952). The equivalent step on a glide plane involves the breaking of three bonds (Amelinckx, 1982). The idea of splitting or dissociation of perfect dislocations in the diamond structure has been commented for the first time by Shockley (1953) and was experimentally proved later on by electron microscopy. The introduction of the weak-beam method by Cockayne et al. (1969) has particularly shown that dislocations in silicon are in general dissociated and glide in this extended configuration. Both the screw and 60° dislocation belonging to the glide set can dissociate into pairs of partial dislocations bounding an intrinsic stacking fault ribbon (Ray & Cockayne, 1971; Gomez et al., 1975; Gomez & Hirsch, 1977). On the other hand, screw and 60° dislocations of the shuffle set can only dissociate into partials bounding an intrinsic stacking fault if there is a row of either vacancies or interstitials associated with one of the partials (Amelinckx, 1982). Most of the evidence indicates that the dislocations found in plastically deformed silicon belong to the glide set (Hirsch, 1985; Alexander, 1986; Duesbery & Joós, 1996).

For the 60° dislocation a 30° partial and a 90° partial dislocation are formed through dissociation, while the screw dislocation dissociates into two 30° partials (Gomez et al., 1974; Heggie and Jones, 1982). These is described by the dissociation reaction (Marklund, 1979)
\[ b \rightarrow b_1 + b_2, \]  
(3)

where in the case of a 60° dislocation

\[ b = \frac{a}{2}[011], \quad b_1 = \frac{a}{6}[121], \quad b_2 = \frac{a}{6}[\overline{1}11] \]  
(4a)

and for a screw dislocation

\[ b = \frac{a}{2}[011], \quad b_1 = \frac{a}{6}[121], \quad b_2 = \frac{a}{6}[2\overline{1}1] \]  
(4b)

holds. The 30° as well as the 90° dislocations are of the Shockley type. The dissociation result as well in the formation of a stacking fault between both partial dislocations. The size of the stacking fault, i.e. the width of the splitting of the perfect dislocations \( d_0 \), depends in a stress free crystal on the stacking fault energy \( \gamma_{SF} \) and the repulsion force \( F \) of the partial dislocations

\[ d_0 = \frac{F}{\gamma_{SF}} \]  
(5)

The repulsion force is calculated using elastic constants given by the linear theory of elasticity resulting in (Amelinckx, 1982)

\[ d_0 = \frac{Gb^2}{8\pi\gamma_{SF}} \cdot \frac{2 - \nu}{1 - \nu} \cdot \left( 1 - \frac{2\nu}{2 - \nu} \right) \cdot \cos 2\Theta \]  
(6)

where \( G \) is the shear modulus, and \( \Theta \) the angle between the dislocation line and the Burgers vector of the perfect dislocation. In a stressed crystal the two partials are exposed to additional forces which are in general different. Depending on the crystallographic orientation the external stress causes an increase or a decrease of \( d_0 \). Therefore the width of the splitting of a dislocation \( d_D \) by applying a resolved shear stress \( \tau_s \) is given by (Wessel & Alexander, 1977)

\[ d_D = \frac{d_0}{1 + \left[ f - \frac{1 - \alpha}{1 + \alpha} \right] \frac{b\tau_s}{2\gamma_{SF}}} \]  
(7)

with \( f \) being a geometric factor and \( \alpha = \mu_1/\mu_2 \) as the ratio of mobilities \( \mu_i \) of both partial dislocations.

Fig. 1. Models of the core structure of an unreconstructed (a) and a reconstructed 30° partial dislocation (b) according to Northrup et al. (1981) and Marklund (1983).
The initial models of perfect dislocations assumed dangling bonds in their core (Shockley, 1953; Hornstra, 1958). Experimental data, however, obtained mainly by electron paramagnetic resonance (EPR) spectroscopy refer to a low density of such dangling bonds (Alexander & Teichler, 2000). Dislocations of the glide set reconstruct by dissociation (Heggie & Jones, 1983; Marklund, 1983; Alexander, 1991), while dislocations of the shuffle set, which may exist at high applied shear stress, can stabilized by interaction with vacancies (Li et al. 2008). Different models of the core structure of partial dislocations have been suggested (figure 1, 2). The model of an unreconstructed 30° partial dislocation was presented and verified experimentally by high-resolution transmission electron microscopy (HRTEM) by Northrup et al. (1981). Models of the reconstructed 30° partial dislocation were proposed by Marklund (1983), Chelikowsky (1982), and Csányi et al. (2000). In this configuration, the dangling bonds are saturated after the pairs of neighbouring core atoms move closer together to form bonded dimers. The reconstruction breaks the translation symmetry and doubles the period along the dislocation line from b to 2b, where b is the magnitude of the Burgers vector. A defect appears at the boundary between two segments reconstructed in the opposite sense (so-called antiphase defect (Hirsch, 1979) or soliton (Heggie & Jones, 1983)).

The core reconstruction of the 90° partial dislocation was studied for more than 30 years. The driving force for core reconstruction is the same as for the 30° partial, that is the high energy of the unsaturated dangling bonds. A first model was proposed by Hirsch (1979). In this reconstruction there is a displacement that breaks the mirror symmetry normal to the dislocation line, enabling threefold coordinated atoms in the unreconstructed core to come together and bond. In this way two degenerate reconstructions exist. This core reconstruction is shown in figure 2a. The symmetry breaking displacement does not alter the translational symmetry along the dislocation line, which retains the same periodicity as the crystal (Bulatov et al., 2001). Another core reconstruction was proposed by Duesbery et al. (1991). In this structure the mirror symmetry is not broken and the atoms on either side of the dislocation line move towards each other so that each core atom has three nearest neighbours plus two more neighbours at a somewhat greater distance. This reconstruction is known as the quasi-fivefold reconstruction. Simulations, however, indicate that the quasi-fivefold configuration was higher in energy (Bigger et al., 1992). Benetto et al. (1997) proposed a new core reconstruction for the 90° partial dislocation with double the periodicity along the dislocation line (figure 2b). They found also that this reconstruction has a lower potential energy than the single period reconstruction. Further simulations,

Fig. 2. Models of the core structure of a single period (a) and a double period reconstruction of a 90° partial dislocation (b) according to Bulatov et al. (2001).
however, have shown that the energy differences between the single and double period structures are very close (Lehto & Öberg, 1998).

3. Electronic properties of dislocations in silicon

Dislocations interfere the translational symmetry of the crystal. As a consequence energy levels in the band gap result. First analyses were done by Read (1954a, b) who concerned with long-range screening and occupation statistics in the presence of the macroscopic band bending due to the dislocation. Based on early experiments of the plastic deformation of heavily doped p-type Ge single crystals (Gallagher, 1952; Pearson et al., 1954) Read concluded that only an acceptor level is introduced by edge dislocation. According to this model the dislocation is negatively charged. The line charge of the dislocation is screened by ionized donor atoms in a cylinder. Free electrons cannot penetrate this space charge cylinder and are scattered by specular reflection at its surface. For the position of the energy level of the neutral dislocation Read (1954a) obtained a value of 0.2 eV below the conduction band. The acceptor model of the dislocation states was not confirmed by measurements on p-type Ge and Si with lower doping levels (Schröter, 1969; Weber et al., 1968). It was concluded that dislocations can act as acceptors and as donors and consequently a partially filled band was attributed to the dislocation, in agreement with theoretical predictions (Schröter & Labusch, 1969). Veth and Lannoo (1984) combined the models of Read and Schröter & Labusch. They carried out a self-consistent calculation of the potential in the vicinity of the dislocation, point to an intraatomic Coulomb term \( J \), and treat screening in the dislocation core as dielectric perturbation. Outside the core, classical screening by ionized dopant atoms or free carriers take place. The transition between the two screening mechanisms was analyzed. From this analysis follows a parameter-free formula for the total shift of the dislocation level \( E_e \) with respect to the edge of the undisturbed valence band

\[
E_e = \frac{Jp}{\epsilon} + \frac{2e^2 p}{\epsilon a} \left[ \ln \left( \frac{R}{a} \right) - 0.616 \right]
\]

(8)

with \( p \) as the number of excess electrons per atom, \( \epsilon \) the dielectric constant, \( a \) the distance between two core atoms, and \( R \) as the radius of the screening space-charge cylinder (Read cylinder), given by

\[
R = (a \cdot \pi \cdot |N_D - N_A|)^{-1/2}
\]

(9)

In Eq. (8) \( N_D \) and \( N_A \) are the concentrations of donors and acceptors, respectively. Veth and Lannoo (1984) pointed out that Eq. (8) is linear with \( p \), which fits the experimental data with Read’s model and corresponds to the line charge model by Labusch & Schröter (1980). There are several problems that have to be solved by any model of the charged dislocation core. One is the electrostatic potential around a charged dislocation. Another is the mobility of the charges on the dislocation line.

Computer simulations result in a number of deep levels related to defects on the dislocation core (Alexander & Teichler, 1991). The energy levels depend strongly on the geometry of the defects. For instance, the structure and resulting energy levels of 30° partial dislocations were studied by Marklund (1979), Northrup et al. (1981), Chelikowsky (1982), and Csányi et al. (2000). Deep levels related to 60° or 90° partial dislocations were summarized by Alexander & Teichler, 1991). All the computer simulations clearly demonstrate that deep levels are caused by core bond reconstruction and reconstruction defects. Most of the
models, however, prefer reconstruction defects (antiphase defects, solitons) to explain the electronic properties of dislocations (Marklund, 1979; Heggie & Jones, 1983; Justo & Assali, 2001). Furthermore, electronic band gap calculations in combination with electron energy loss spectroscopy of dislocations in GaN revealed that impurities bonded to the dislocation core may induce electronic levels in the band gap (Bangert et al., 2004). On the other hand, the interaction of core defects with otherwise electronically active centers can also result in inactive complexes (Heggie et al., 1993; Jones et al., 1993).

Besides deep levels related to the dislocation core, shallow levels exist corresponding to more extended states, either states associated with stacking faults between two partial dislocations or states of electrons and holes trapped in the elastic deformation field of the dislocation. Calculations of energy levels related to stacking faults refer to the existence of shallow levels up to 0.1 eV above the valence band edge (Marklund, 1981; Mattheiss & Patel, 1981; Lodge et al., 1989). The shift of point defect levels relative to the silicon band edge may also be caused by the dislocation strain field. The response of the Si band structure to homogeneous elastic stresses has been investigated and is described by the deformation potential \( \Xi \) (Bardeen & Shockley, 1950), which is written for the conduction band edge as (Keyes, 1960)

\[
\Delta E_c = \sum_{ij} \Xi_{ij} \cdot \epsilon_{ij}
\]

where \( \epsilon_{ij} \) denotes the components of the strain tensor. Considering one minimum in the centre of the Brillouin zone and assuming an elastically isotropic material as an approximation, the shift of the conduction band minimum is given by the trace of the strain tensor and one component of the deformation potential tensor, \( \Xi_d \) (Schröter & Cerva, 2002):

\[
\Delta E_c = \frac{b_v \cdot \Xi_d(1 - 2\nu) \cdot \sin \Theta}{2\pi(1 - \nu) \cdot r}
\]

In polar coordinate system \( \Theta \) means the angle between \( r \) and \( b_v \), the edge component of the Burgers vector. If \( \Xi_d \) is positive, the conduction band edge is lowered in the compressed region of an edge dislocation and increases in its tensile region. The behavior is reverse for negative values of \( \Xi_d \). In addition, the strain field results also in an effective shift of the point defect level. If the strain-induced shift of the point defect level is described by the deformation potential \( \Xi_{pd} \), one obtains a position-depending shift \( \Delta E_{c,pd} \) of the conduction band edge and point defect level (Schröter & Cerva, 2002)

\[
\Delta E_{c,pd} = -\frac{b(\Xi_d - \Xi_{pd})(1 - 2\nu)}{2\pi(1 - \nu) \cdot \sin \Theta} \cdot \frac{\sin \Theta}{r}
\]

Analogous models for 60° and screw dislocations in p- and n-type elemental semiconductors (Si, Ge) have been proposed by Shikin & Shikina (1995).

The electrical activity of dislocations in silicon and germanium was studied by numerous methods where mostly plastic deformation was applied to produce defined dislocation arrangements (for instance, Schröter & Cerva, 2002; Alexander & Teichler, 2000). Hall effect measurement was primarily applied to verify the electrical activity of dislocations and to propose first models (Gallagher, 1952; Read, 1954a, b; Schröter & Labusch, 1969). Electron paramagnetic resonance (EPR) spectroscopy provides substantial information about the structure and, in combination with other techniques, electronic core defects (Kisielowshi-
Plastic deformation introduces a variety of EPR-active defects in Si. Some of them denoted as Si-K1, Si-K2, Si-Y, and Si-R have been identified to be associated with the dislocation core, others, namely Si-K3, Si-K4, and Si-K5 with deformation-induced point defect clusters (Alexander & Teichler, 1991). Si-K6 and Si-K7 are ascribed to impurity atoms in the dislocation core. It was concluded that all EPR active centers attributed to dislocations belong to vacancies introduced into the core of the 30° partials forming screw dislocations. There is hitherto no satisfying explanation, why paramagnetic centers are not observable for 60° dislocations (and therefore 90° partials). EPR requires defined charge states of defects which can be different for 60° and screw dislocations.

Properties of deep levels generated by lattice defects are also investigated by deep level transient spectroscopy (DLTS) introduced by Lang (1974). The method probes changes of the capacity of the space charge region of a diode caused by reloading of deep levels. For point defects, emission and capture rate are linearly dependent on the occupation ratio of the defect level so that capacitance transients are exponentially dependent on time during capture and emission. The analysis of the DLTS-line variations with correlation frequency and filling pulse duration is then straightforward and yields the level of the defect (ionization enthalpy and entropy, its electron or hole capture cross section, and its concentration (Schröder & Cerva, 2002)). For dislocations, line charge fluctuations modify the electron emission resulting in a non-exponential transient and gives rise to a broadening of the corresponding DLTS line (Figielski, 1990). Some important features such as the C-line in n-type silicon, the F-line in p-type Si as well as B- and D-line in plastically deformed Si were analyzed in detail (for a review see e.g. Schröter & Cerva, 2002). The interaction of dislocations especially with metal impurities was also intensively studied with DLTS (Seibt et al., 2009a).

Several techniques have been applied to analyze with spatial resolution the recombination activity of dislocations such as scanning deep level transient spectroscopy (SDLTS, Breitenstein & Wosinski, 1983), photoluminescence, light beam induced current (LBIC), and electron beam induced current (EBIC). EBIC and LBIC are unique among the electrical characterization methods with respect to a spatial resolution, sufficient to measure individual dislocations. In EBIC, for instance, the variation of the current at a Schottky contact resulting from excess electrons and holes generated locally by the electron beam is measured, when the specimen area of interest is scanned. The values of the current at the dislocation \(I_{\text{dis}}\) and away from it, \(I_0\), are used to define the contrast \(C_{\text{dis}} = (I_0 - I_{\text{dis}})/I_0\) of single dislocations. The measurement involves the dependence of \(C_{\text{dis}}\) on the temperature and the
beam current of the electron probe. The temperature dependence of the defect contrast, \( C_{\text{dis}}(T) \), is illustrated in figure 3 for different defects (intra-grain dislocations, grain boundaries, etc.) in multi-crystalline silicon. Furthermore, \( C_{\text{dis}} \) is proportional to the recombination rate of minority carriers at a dislocation. A theoretical description was derived by Donolato (1979, 1983) and Pasemann (1981). Numerous experimental investigations showed that dislocations in different Si materials often exhibit very different EBIC contrast behavior \( C_{\text{dis}}(T) \) which is caused by different concentrations of deep intrinsic core defects and impurities. Different models were presented to explain the contrast behavior (Schröter and Cerva, 2002). A quantitative explanation of the experimental results was proposed by Kveder et al. (2001) which differs from earlier model (Wilshaw & Booker, 1985) by including electronic transitions between one-dimensional bands and deep localized states due to overlapping of their wave functions. Taking these transitions into account the dislocation recombination activity is properly described.

In 1976, Drozdov et al. (1976) proved lines in the photoluminescence spectra of deformed n- and p-type Si associated with dislocations. The lines are denoted as D1 – D4 (figure 4). The maximum position of the lines were measured at \( T = 4.2K \) as \( D1 = 0.812 \text{ eV}, D2 = 0.875 \text{ eV}, D3 = 0.934 \text{ eV}, \) and \( D4 = 1.000 \text{ eV} \). The relative intensity of \( D1 \) to \( D4 \) depend on the dislocation density and distribution and can vary in different samples. The polarization of the D-lines emission and their response to uniaxial stress has been utilized to establish their relations to dislocations. Lines \( D1 \) and \( D2 \), on the one hand, and lines \( D3 \) and \( D4 \), on the other, show similar shifts by applying uniaxial stress and therefore have been grouped as pairs (Drozdov et al. 1977; Sauer et al., 1985). Polarization measurements were carried out to determine the electric field vector \( \mathbf{E} \) of the luminescent light. Using three different registration directions ([211], [111], [011]), the \( \mathbf{E} \) vector within the primary slip plane, along [111], with a polarization of about 30% was found for \( D1/D2 \) (Weber, 1994). \( D3 \) and \( D4 \) exhibit an \( \mathbf{E} \) vector within the primary glide plane roughly along [011], i.e. along to the main Burgers vector, and with a polarization of about 20%. These findings strongly point to the dislocations as radiative centres for \( D3/D4 \). For \( D1/D2 \) the situation is more complex. The energy positions of \( D3 \) and \( D4 \) depend on the distance between partial dislocations suggesting that both originate from recombination processes at straight segments of 60° dislocations (Sauer et al., 1986, 1994). In addition, photoluminescence measurements on

Fig. 4. Photoluminescence spectrum of dislocated silicon recorded at 80K. The spectrum shows the presence of dislocation-induced D-bands (D1 – D4) besides the band-band luminescence (BB).
Crystallization and recrystallization are typical processes to produce multi-crystalline silicon as the mostly applied material in solar cell manufacture. Multi-crystalline silicon, or in general polycrystalline materials, consists of numerous (single crystalline) grains with different crystallographic orientations separated by grain boundaries. The geometry of a grain boundary is macroscopically characterized by five degrees of freedom: three angles define the crystallographic orientation of both crystals with respect to each other, while two parameters describe the inclination of the grain boundary plane. To fully characterize the boundary geometry on a microscopic level, three additional parameters are required to define the atomic-scale relative translation of the two grains. Depending on the misorientation, grain boundaries are of the tilt type, when the rotation axis lies in the boundary plane, or of the twist type, when the rotation axis is normal to the boundary plane. A general grain boundary may have tilt and twist components.

Based on previous consideration of Burgers, Bragg, and Frank (see Amelinckx, 1982), first models of grain boundaries have been proposed by Shockley & Read (1949), Read & Shockley (1950), van der Merwe (1949), and Cottrell (1953). Besides a classification into tilt and twist boundaries, grain boundaries may be divided by their angle of misorientation $\Theta_{\text{GB}}$ into low-angle ($\Theta_{\text{GB}} < 5^\circ$) and large-angle grain boundaries. More comprehensive definitions distinguish between singular, vicinal or general interfaces (Baluffi & Sutton, 1996), or between general (or random) and special grain boundaries (Chadwick & Smith, 1976). Special grain boundaries exhibit a periodic structure, while general grain boundaries show no apparent periodicity.

Numerous investigations have been carried out about the structure of grain boundaries in silicon. From these investigations it is concluded that (Seager, 1985):

1. Silicon grain boundaries are primarily composed of regular defects: perfect dislocations, partial dislocations, and stacking faults. There are no evidences for distinct amorphous phases at the grain boundary. This is true for all silicon materials grown by different techniques.

2. Low-angle ($\Theta_{\text{GB}} < 5^\circ$) tilt and twist boundaries are not composed of regular arrays of perfect dislocations. Instead, several types of dislocations are present in the same boundary; some may be dissociated into partial dislocations forming a stacking fault in between. Most of these low-angle grain boundaries are reconstructed such that no dangling bonds remain.

3. Large-angle grain boundaries are usually composed of distinct facets. These facets with lengths of one or more nanometers are subsections of the boundaries where bonding rearrangements have occurred that are of a few known low-energy configurations. These configurations can usually be predicted using the concepts of the coincidence site lattice (CSL) theory (Gleiter & Chalmers, 1972; Chadwick & Smith, 1976; Sutton &
Baluffi, 1995). The arrangement of these facets is not always a simple, repetitive one and the average boundary interface angle can actually vary substantially over macroscopic distances.

4. Even simple first-order twin boundaries can display this irregular faceted structure at their interfaces. Dislocations frequently terminate at coherent twin boundaries, and the resulting intersection points disturb the atomic arrangements on the boundary plane.

The interaction of intragranular dislocations with grain boundaries is an important issue because grain boundaries are effective obstacles to dislocation motion. Dislocations coming upon a boundary generally do not have the same Burgers vector and slip plane to glide into the next grain. Most commonly, the elastic interaction between dislocations and grain boundaries is repulsive and consequently the dislocations pile up at the boundary. Dislocations, however, may also transmitted directly across the grain boundary if the slip planes on both sides intersect along a line that lies in the boundary plane. For pure screw dislocations, the Burgers vector remains unchanged. In contrast, the transmission of dislocations with an edge component requires the formation of a residual grain boundary dislocation with a Burgers vector equal to the difference of the Burgers vectors of the incoming and outgoing lattice dislocations. A dislocation may alternatively be absorbed by the boundary without emission of a dislocation in the adjacent grain. In this case, the lattice dislocation fully dissociates.

Another important issue related to grain boundaries is the diffusion of impurities. It is generally known that diffusion at grain boundaries is orders of magnitude faster compared to volume diffusion, and it plays a major role in processes that involve material transport, such as recrystallization, grain growth, grain boundary segregation, etc. Based on previous analyses, Queisser et al. (1961) measured the phosphorous diffusion on a particular grain boundary suggesting an enrichment of phosphorous near the boundary dislocations. More recent investigations support the enhanced diffusion at grain boundaries but measurements of the activation energy are quite different (Schimpf et al. 1994). Values of the activation energy ranging from 1.4 eV to 2.9 eV were reported indicating the effect of the grain boundary structure as well as the interaction with other impurities segregated at the boundary on the diffusion. There is a number of other investigations dealing with the diffusion of different elements into polycrystalline silicon. All these investigations show a different behavior for various elements. For instance, an enhanced diffusion was proved for boron and titanium (Corcoran & King, 1990), while the diffusion of Al is suppressed. Other elements tend to diffuse out (Salman et al., 2007).

In order to overcome the difficulties arising from the analyses of polycrystalline materials specific grain boundaries were of growing interest to study their structure and properties (for instance, Bourret & Bacmann, 1987; Thibault-Desseaux et al., 1989). The realization of the so-called bicrystals requires, however, a Czochralski growth process allowing only the formation of specific grain boundaries such as $\Sigma = 9(122)$, $\Sigma = 13(510)$, and $\Sigma = 25(710)$ (Aubert & Bacmann, 1987).

A first model of the electrical activity of grain boundaries in Ge was proposed by Taylor et al. (1952). Based on measurements they concluded that the grain boundary acts as a potential barrier due to surface states. The center zone with a high density of states (assumed as broken bonds) and a space charge on either side represents a double Schottky barrier. The current across the grain boundary, $I$, is then given by

$$I = e\mu[(n_B - n_A) \cdot \exp(\frac{\phi eV_{AB}}{kT})]/[1 - \exp(\frac{\phi eV_{AB}}{kT})],$$  \hspace{1cm} (13)
where \( \mu \) is the carrier mobility, \( E \) is the electric field at the top of the barrier, \( n_B \) the carrier density at the barrier top, \( n_A \) the carrier density on the bottom of the barrier, and \( V_{AB} \) the voltage measured across the barrier. The negative and positive signs are taken for electron current and hole current, respectively. Using the Richardson equation for thermoionic emission, Mueller (1961) write the zero-bias conductance \( G_0 \) of a grain boundary as

\[
G_0 = \frac{e^{A^*T}}{kT} \cdot \left( 1 - \frac{\gamma}{2} \right) \cdot \left( e^2 N_c \bar{u} / 4kT^2 \right) \cdot e^{e/k} \cdot T \cdot e^{-\phi_0/kT},
\]

with \( \gamma \) the capture rate, \( e \) the electron charge, \( \bar{u} \) the average thermal velocity, \( N_c \) the effective number of states, and \( \phi_0 \) the barrier height at equilibrium. The model of Taylor et al. (1952) was developed further by Mataré (1984) and was successfully applied to interpret the electronic properties of grain boundaries in bicrystals (Broniatowski, 1985; Bourgoin et al. 1987). Seager (1985) proposed another model by integrating tunneling and thermoionic emission currents resulting in

\[
G_0 = \frac{e^{A^*T}}{kT} \cdot \left\{ \frac{1}{kT} \int_0^{\phi_0} \frac{\exp\left( 3\frac{\phi_0}{kT} \mid \phi_0 (\phi_0 - E)^{1/2} - E - \frac{1}{2} \left( \frac{\phi_0 + \phi_0 - E}{kT} \right)^{1/2} \right)}{1 + \exp\left( \left( E + \phi_0 \right) / kT \right)} dE \right\} d\phi_0
\]

with \( A^* \) as an effective Richardson constant, \( \zeta = E_C - E_F \), \( E_0 = (h^2 e^2 N_d / 4m_e \epsilon) \), \( N_d \) the dopant concentration, and \( m_t \) as the tunneling mass. The second term in brackets of Eq. (15) is the standard thermoionic emission, while the first term describes the thermoionic field emission contributions to \( G_0 \).

If a dc bias is applied to the grain boundary, the band diagram is modified. Using simplifying assumptions (pinning of the Fermi level at the grain boundary, Mueller, 1961), the energy density of grain boundary states with respect to the applied voltage is given by Seager and Pike (1979) as

\[
\bar{N}_T(E) = \left( \frac{e\epsilon_0 N_d}{2e^2} \right)^{1/2} \cdot \left( \phi_B^{-1/2} + \frac{1}{\phi_B} (\phi_B + eV)^{-1/2} \right)
\]

for \( eV > kT \). In Eq. (16) \( \phi_B = \partial \phi_B / \partial eV \) and \( \phi_B \) is the barrier height given by

\[
\phi_B = \phi_0 - kT \ln(e) / G_0 kT
\]

Models describing especially the minority carrier transport and recombination processes on grain boundaries under optical illumination were presented, for instance, by Fossum & Sundaresan (1982) and Joshi (1987). Assuming a Gaussian distribution of interface states (other distributions were also discussed, see Joshi, 1987), the electron \( n(0) \) and hole concentrations \( p(0) \) at the grain boundary are obtained as

\[
n(0) = N_d \cdot \exp(e\phi_B / kT)
\]

and

\[
p(0) = \frac{n_i^2}{N_d} \exp \left( \frac{\Delta E_R}{kT} \right) \exp \left( \frac{e\phi_B}{kT} \right)
\]
where \( n_i \) is the intrinsic carrier concentration and \( \Delta E_F \) the separation of the quasi-Fermi levels at the grain boundary. \( \Delta E_F \) is a function of the illumination level. Using the Shockley-Read-Hall theory, Joshi (1987) calculated the steady-state recombination current density at a grain boundary assuming a single interface energy level in the energy gap exists:

\[
J_r(0) = e\sigma_n\sigma_c \bar{n}^2 [\exp(\Delta E_F / kT) - 1] \cdot \int_{E_r(0)}^{E_i(0)} \frac{n_\text{gs}(E)}{\sigma_n n_\text{gs} + \sigma_c n_\text{gs} + \sigma_c p(0) + \sigma_n n_\text{gs} - 1} dE,
\]

where \( \sigma_c \) and \( \sigma_n \) are the Coulomb and neutral capture cross-sections for a recombination center, respectively, \( n_\text{gs} \) the energy distribution of the states and \( \beta = \exp[(E - E_i)/kT] \), where \( E_i \) means the energy position of the mean value of the interface states distribution.

The increasing importance of multi-crystalline silicon in the production of solar cells results in a huge number of publications related to the analyses of grain boundaries. The analyses of trap levels on model grain boundaries were extensively investigated by Broniatowski (1985). Numerous measurements on individual grain boundaries in multi-crystalline silicon were presented. Recent results about the electrical activity of grain boundaries obtained by EBIC methods were published, for instance, by Chen et al. (2010), Sekiguchi et al. (2011), or Pandelov et al. (2002). These papers refer to numerous other works published previously. Caused by the high local resolution EBIC methods were also utilized to study the segregation of dopants or metallic impurities on grain boundaries (e.g. Seibt et al., 2009). The passivation of interface states on grain boundaries by hydrogen was studied as well (Rinio et al. 2006; Chen et al., 2005).

Furthermore, luminescence-based techniques are widely applied in the characterization of grain boundaries in solar cell materials. Cathodoluminescence (Vernon-Parry et al., 2005) and photoluminescence (Mchedlidze et al., 2010; Dreckschmidt & Möller, 2011) are useful tools to characterize defects at grain boundaries and different multi-crystalline bulk and thin film materials. The high sensitivity of the band-to-band emission of silicon to recombination activity (Würfel, 1982) results in the development of micro-photoluminescence spectroscopy used to study individual defects as well as to characterize the quality of whole solar cell wafers. The method allows the characterization of impurities (metal precipitates) and their effect on the recombination behavior of extended defects (Gundel et al. 2009, 2010).

Recently, the D-lines appearing in the photoluminescence spectrum of dislocated silicon were used as well. First results using photoluminescence (Schmid, 2011) and cathodoluminescence were reported (Lee et al., 2009; Sekiguchi et al. 2010). Another approach to study electrically active defects in multicrystalline materials is the so-called dark lock-in thermography (DLIT, Breitenstein et al., 2010).

5. Characterization of individual dislocations

A fundamental problem in studying dislocations is the realization of defined arrangements of these defects. Some of the methods need a higher concentration of the defects to attain the detection limit (such as EPR). In contrast, other methods, as electron microscopy, require only a few or individual dislocations to obtain reasonable results. The dominant method to produce defined dislocation arrangements is plastic deformation. Plastic deformation, however, result also in a large number of point defects and defect reactions making it sometimes difficult to interpret experimental data (Alexander et al., 1983; Alexander & Teichler, 1991). In order to avoid interactions between dislocations or between dislocations and other defects, methods are required allowing the realization and analyses of only a few
dislocations or, in the ideal case, of an individual dislocation. First attempts can be traced back into the 1970th. Eremenko et al. (see Shikin & Shikina, 1995) measured the current-voltage characteristics of a 60° dislocation. Similar experiments were also done by Milshtein (1979) a few years later. Their measurements demonstrated a diode behavior of the dislocation. The dislocation was assumed to pass the whole specimen and metallic tips were used as contacts which, however, were significantly larger than the dislocation diameter.

Another approach to realize defined dislocation arrangements was the application of silicon and germanium bicrystals (Thibault-Dessaux et al., 1989). As pointed out before, only specific orientations of grain boundaries are viable by the Czochralski growth process. Another method to realize defined dislocation arrangements in a reproducible way is semiconductor wafer direct bonding. For wafer bonding commercially available wafers are used making it possible to realize any grain boundary. Especially small-angle grain boundaries having rotation angles below 1° are of interest allowing to separate dislocations by a few hundred nanometers. Such distances are large enough to analyze only a small number or individual dislocations.

The principle of semiconductor wafer direct bonding originally developed to produce silicon on insulator (SOI) substrates and three-dimensional micro-electromechanical systems (MEMS) was comprehensively described elsewhere (Tong & Gösele, 1998). If the native oxide is removed from the wafers, two Si surfaces are brought into contact (hydrophobic wafer bonding). A subsequent annealing transforms the original adhesion forces into Si-Si bonds via the interface. Crystal defects (dislocations) are generated forming a two-dimensional network (or grain boundary) in order to match both crystal lattices. The structure of the dislocation network depends on the surface orientation of both wafers. Screw dislocation networks, networks dominated by 60°, and interactions between both types of networks were realized and studied in detail (for instance, Reiche (2008)). The mesh size of the network or, the dislocation distance, is reproducibly adjusted by controlling the tilt and twist misorientation angles which can be calculated using Frank’s formula (Amelinckx, 1982). Dislocation distances of more than 100 nm are obtained by using misorientation angles below 0.1°. Note that misorientation angles down to 0.005° were realized using aligned wafer bonding processes (Wilhelm et al., 2008).

Properties of dislocation networks formed by semiconductor wafer direct bonding were described in numerous publications (for reviews see, e.g. Kittler et al., 2007; Kittler & Reiche, 2009). The dislocation networks may be considered as model structures resulting in a lot of new information about the structure and properties of dislocations. The electrical properties of bonded hydrophobic silicon wafers were studied for the first time by Bengtsson et al. (1992) using capacitance-voltage measurements. More recent EBIC analyses proved barrier heights generally smaller than 100 meV for different types of bonded hydrophobic wafers (Kittler & Reiche, 2009). The concentration of deep levels along the interface was determined to be a few 10⁵ per cm.

The luminescence properties of dislocation networks were also studied. Figure 5a shows the luminescence spectra of different bonded samples. The spectra are obtained from samples having different misorientation. Detailed photoluminescence and cathodoluminescence measurements provide direct evidence that the wavelength of light emitted from the dislocation network could be tailored to some extent by misorientation of the wafers during the bonding procedure. D1 or D3 lines have the largest intensity in the spectra due to the variation of the twist angle from 8.2° to 9°. Thus the luminescence spectrum can be tailored
by the misorientation angles in a controlled manner and the dominance of either D1 or D3 radiation can be attained. Further investigations refer that screw dislocations dominantly effect the intensity of the D1 line. The photoluminescence spectra of three different dislocation networks are presented in figure 5b. The corresponding electron microscope images are shown in figure 5c. The dislocation network DN#1 is dominated by 60° dislocations running in the image parallel with a distance in between of about 30 nm. The network of the 60° dislocations is superposed by an additional network of screw dislocations having distances of more than 2 µm (not shown in the image). The other networks in figure 5c (DN#2, DN#3) are characterized by more or less hexagonal meshes caused by the interaction of two networks of 60° dislocations and screw dislocations, both with nearly the same dislocation distances therein. The photoluminescence spectra recorded at low temperature (80K) and room temperature show the presence of the D1-line around
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Fig. 5. The impact of the misorientation and dislocation structure on the luminescence spectra of dislocation networks. (a) The effect of misorientation (tilt and twist components). Cathodoluminescence spectra recorded at 80K. Photoluminescence spectra measured at 80K and room temperature (b) of three dislocation networks shown in (c).
The spectra clearly prove the different intensity behavior depending on the dislocation structure and distance of the screw dislocations. The intensity of the D1-line is lowest in the spectrum of sample DN#1, characterized by the largest distance of screw dislocations, and increases as the distance of the screw dislocations decreases. The distance of screw dislocations in these particular samples is 15 nm (DN#2) and 32 nm (DN#3). Note that significant intensities of the D1-line are measured for DN#2 and DN#3 which are considerably stronger than that of the band-to-band-luminescence even at room temperature. According to these results it is suggested that radiative recombination is mainly caused by screw dislocations while 60° dislocations attribute preferentially to the non-radiative recombination.

A combination of wafer bonding with preparation methods to separate individual dislocations or a small number of dislocations allows the measurement of their electronic properties by elimination of interactions in between. As shown before, twist angles between two bonded Si wafers below 0.1° result in dislocation distances of more than 100 nm. Using photolithography and etching techniques, individual dislocations can be separated and measured. Typical structures applied were diodes and metal-oxide-semiconductor field-effect transistors (MOSFETs) (Reiche et al. 2010, 2011). The presented data clearly showed an indirect behavior of the drain current on the number of dislocations in the channel. The fact that the highest current is obtained if only a few dislocations are present allows the conclusion that electrically active centers in the dislocation core of the straight dislocation segments are responsible for the electron transport while dislocation nodes and dislocation segments oriented orthogonal to the channel direction act as “scattering centers” and reduce the carrier transport.

The single-electron tunneling on dislocations was recently studied by Ishikawa et al. (2006) on nMOSFETs prepared on dislocation networks produced by wafer bonding of SOI wafers. Measurements were done using a back gate contact (oxide thickness 400nm). Low-temperature measurements (T=15K) proved oscillations in the drain current – gate voltage curves indicating single-electron tunneling (Coulomb blockade oscillations). The lateral size of the Coulomb islands was estimated to be about 20 nm which agreed with the dislocation distance. From this Ishikawa et al. (2006) concluded that Coulomb islands are related to the dislocation nodes in the screw dislocation network. Very recent measurements at T = 4K by the authors proved also the existence of Coulomb blockade oscillations. Using nMOSFETs and applying a front side gate contact (gate oxide thickness 6 nm) lateral sizes of the Coulomb island of about 6 nm were extracted which do not correspond to dislocation nodes. Furthermore, a different behavior is observed for screw and mixed dislocations resulting from the reaction of screw and 60° dislocations. The single-electron tunneling was proved for one set (screw dislocations), while the other shows a more two-dimensional characteristics indicated by a staircase structure.
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The exciting world of crystalline silicon is the source of the spectacular advancement of discrete electronic devices and solar cells. The exploitation of ever changing properties of crystalline silicon with dimensional transformation may indicate more innovative silicon based technologies in near future. For example, the discovery of nanocrystalline silicon has largely overcome the obstacles of using silicon as optoelectronic material. The further research and development is necessary to find out the treasures hidden within this material. The book presents different forms of silicon material, their preparation and properties. The modern techniques to study the surface and interface defect states, dislocations, and so on, in different crystalline forms have been highlighted in this book. This book presents basic and applied aspects of different crystalline forms of silicon in wide range of information from materials to devices.
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