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1. Introduction

Research on multimedia systems and content-based image retrieval has gained momentum during the last decade. Content-based image retrieval (CBIR) is a very difficult area in the access of multimedia databases simply because there still exist vast differences in the perception capacity between a human and a computer. There are two basic problems that still remain unresolved in the area although some progresses have been made [13]. The first one is the problem of efficient and meaningful image segmentation where we break-up a particular image into meaningful parts based on low-level features like color, texture, shape and spatial locations. Developing a segmentation algorithm which will meaningfully segment all images is yet an open problem in image analysis [8]. The second one is the vast gap existing for an image between low-level features mentioned earlier and high-level or semantic expressions contained in the image like the image of a car, a house, a table and so on [11]. To develop efficient indexing techniques for the retrieval of enormous volumes of images being generated these days, we need to achieve reasonable solutions to these above-mentioned two problems. But only in very limited and selected cases, some kinds of solutions have been achieved with apparently promising experimental results. In this paper we focus our attention on the first problem. The research identifies few issues causing this gap, for example, failure to capture local image details with low level features, unavailability of semantic representation of images, inadequate human involvement in the retrieval, and ambiguity in query formulation [9]. We offer future directions of research in solving this difficult problem using emergence phenomena.

Section one gives an introduction of the area. Section two provides a definition of emergence phenomenon. Section three talks about the use of emergence phenomenon in extracting meanings in image segmentation. Section four suggests future directions of research. We put our concluding remarks in section five.

2. Emergence phenomenon

2.1 Definition of emergence phenomenon

A feature of an image which is not explicit would be emergent feature if it can be made explicit. There are three types of emergence: computational emergence, thermodynamic
emergence and emergence relative to a model [1]. In computational emergence, it is assumed computational interactions can generate different features or behaviors [3],[7]. This is one of the approaches in the field of artificial life. Thermodynamic emergence is of the view that new stable features or behaviors can arise from equilibrium through the use of thermodynamic theory. In emergence relative to a model, deviation of the behavior from the original model gives rise to emergence. We will use this latter view in our work.

In computational emergence, new shapes or images develop but within certain limit as programmed by the computer programmers. No new shape can emerge beyond the logic of the program.

In thermodynamic emergence, emergence can be defined as emergence of order from noise. Stochastic processes at micro-level form discrete macro-level structures or behaviors. The example of this type of emergence is gas where stochastic movements of atoms or molecules within the gas create the ordered properties of temperature, pressure and volume at a higher level.

Example of emergence relative to a model is where changes in internal structure and consequently in its behavior occur and we as observers will need to change our model to track the device’s behavior in order to successfully continue to predict actions. The example of a square having two triangles hidden in it as given below is of this type.

Whenever we shift our focus on an existing shape in other words an image, new shape emerges. The representation of the new shape is based upon view of the original shape. The new shape emerges as we change our view of the original shape. This is the fundamentally most important idea of emergence.

Two classes of shape emergence have been identified: embedded shape emergence and illusory shape emergence. In embedded shape emergence all the emergent shapes can be identified by set theory kind of procedures on the original shape under consideration. For example, in a set $S = \{a, b, c, d, e\}$, we can find subsets like $S1 = \{a, b, c\}$, $S2 = \{c, d, e\}$, $S3 = \{a, c, e\}$ and so on. But in illusory shape emergence, where contours defining a shape are perceived even though no contours are physically present, this kind of set theory procedures are not enough and more effective procedures have to be applied to find these hidden shapes [4],[5]. These procedures could be based on geometrical, topological or dimensional studies of the original shape.

2.2 Structure, behavior and function of emergence

Structure of a shape is the physical definition of the shape. For example, a box could be rectangular in shape, its length, width and height as well as color, substance like wood, metal or hard paper would define the structure of the shape. Behavior of the box could be to contain certain stuffs in it and the function could be to carry stuff from one place to another using the box as a container, which is the purpose for which the box is used. Emergence of new structure, behavior or function takes place when these descriptions are interpreted in ways not anticipated in the original description [4].

2.3 Examples of emergence

Shape emergence is associated with emergence of individual or multiple shapes. The following figures are examples of shape emergence.
2.4 Definition of emergence index

Image retrieval where the hidden or emergence meanings of the images are studied and based on those hidden meanings as well as explicit meanings, an index of search is defined to retrieve images is called emergence index.

When images are retrieved based on textual information, various parameters and descriptions might define the input and the images of the database. Whenever there would be symmetry of parameters and descriptions, the image could be retrieved. In CBIR, color, texture and shape are widely used as index to retrieve images. But in our studies, we can find the hidden meanings of the images and whenever those hidden meanings match with the input given, although the original image may not match at all with the input, we can retrieve that image.
To describe in detail, as we have mentioned, emergence is a phenomenon where we bring out the shapes, which are not explicit but implicit. The above figure shows a simple example of emergence where an apparently square shape has two triangles hidden in it as we discussed earlier.

When an input would come in the form of an image, the image could be studied based on features, constraints, variables, domains and emergence and converted into parametric form. Then the image database would be accessed and each image would be interpreted considering the items mentioned above and converted into parametric form like the input image. Whenever there would be a match between parameters of the input and the images of the database, those records would be selected. In other words, indexing would be decided by the outcome of emergence which means more meaningful images could be found hidden in an image which would otherwise not be understood.

As we have mentioned earlier, many images of the database may not have any apparent similarities with the input, but emergence could bring out the hidden meaning of the image and could establish similarities with the input image. So emergence outcomes of the images would form the index structure of the search.

2.5 Structure of emergence index

2.5.1 Parameter definitions

To make an effective query, the images in the query or database must be analysed so that we know what we are looking for and where to look for. Features, domains, variables, constraints, similarities, indexing are the parameters, which play very important role in similarity searching. Hence they constitute the structure of the emergence index.

Features

Input, as we mentioned earlier, could come in the form of text. For example, the text may indicate we have to pick up all the images of a database that contains the image of a particular person or an object. In this case, nothing much could be done on input side in the sense that we cannot study the input's features etc. We have to go through the images and pick up the image records. But if the query comes in the form of an image of a person then we have to analyse it before accessing the database images. Features would tell us about a few important characteristics of the input image. To start up, our query could be an image where a particular person is sitting on a chair. Then obviously there are two important features in the query image - the particular person and the chair. We have to locate these two features in the database image while searching for similarities.

We know color plays a very important role in the definition of features. Quite often a query might mention an object with certain specified color to be picked up from the databases. Besides, color is being used extensively in various models as a tool in finding symmetry with the input image.

Sometimes the input may be in the form of a sketch. In that case, a similar kind of image should be selected from the image database. The selection should be made on the basis of few dominant characteristics of the input and image and finding similarities in those characteristics.

Texture is another part of the feature where the general alignment of the image like the background part of the image is considered where the image of a person or an object could be the dominant part.
There would be some global features of an image like area, perimeters and a set of rectangles or triangles that cover the entire shape and there would be some local features, which can be obtained from the image's local region.

When we retrieve images by browsing, then in most cases the user does not have clear idea about what he or she is looking for. In this case, there would not be input image and the search through browsing would be manual. The user would have vague idea about the features of the images to be retrieved like the picture of a particular person with certain specified background. In the objective features based queries, the retrieval is performed on an exact match of attribute values whereas in the subjective features, query is specified by features, which could be interpreted differently by different users.

Retrieval by motion facilitates retrieving spatio-temporal image sequence depicting a domain phenomenon that varies in time or geographic space.

Again, sometimes images are retrieved, as we mentioned earlier, by text. In other words, text defines the features of the images to be selected. Then the database is searched based on those features defined in the input [6].

**Domain**

We now proceed to discuss the domain. Domain is a sort of classification of the images into certain categories. Domain is a way for a class of objects to present knowledge representing a certain concept held by objects [10].

We can make use of the various properties of the features of an image to define the domain in which the image concerned would lie. For example, from an image we can understand whether the image is that of a geographical location of a certain area of the earth or the image is that of a person or object with certain background like a screen or a landscape behind. This kind of classification at the initial stage of search should enable us to access the image database rapidly and more efficiently.

Also in a multimedia database, the database might contain various kinds of records like the images, the data in figures, the documents, audios, videos and so on. The concept of domain would classify them according to their categories.

The domain could also be formulated based on the length of the certain features of the image like finding the images of a particular person or object where the length is of certain range value. Color could also define a domain where the images having a particular color or a combination of colors lie in one domain. Domain could be defined on the basis of objects only. For example, we can pick up image where the images of a triangle and square would be present. We can make it more specific by mentioning color and length or size of the triangle and the rectangle to pick up images like where the triangle is red colored and sides of length, say, $(3, 3, 3)$ and rectangle of color white and sides of length, say, $(4, 2)$.

**Variables**

Since in our research we are considering a multimedia database where a particular record in the database could be an image or a data record or a document and so on, the definition of variables would vary depending upon the type of records we are considering.

In an image database, where we would consider two-dimensional pictures, the image of an object or a person have to be measured. If we try to measure it graphically, then the size could be measured in terms of $x$ and $y$ coordinates. Therefore, size would be a very important variable in our research.
Color could be another very important variable. There are, as we know, many colors available and for specific definition of the image, the color would play a very vital role. It is possible to define colors digitally in the sense that each color could be given a digital number like red = 1, blue = 2 and so on.

Location would point towards where a particular object of interest is situated. If we were interested in finding the image of a person with a certain background at a particular point of the image, then location would tell us about where it is present. In a graphically defined image, the coordinate of the center of the image would give information about the location of the object.

Distance between two particular objects of interest is a variable to be considered. Sometimes in an image depicting a geographic picture, the distance between two points is very important. Here also we should be able to measure the distance between two objects by applying graphical methods.

Motion of objects, like storm or cloud moving in a satellite picture, is also an important variable. We have to measure the distance travelled by the object in the picture and then convert it into kilometers and notice the time difference. From these we can measure the speed, velocity and so on of the object.

**Constraints**

It could be a very good idea to define an image in terms of various constraints in the sense that constraints help define the image more specifically.

In our case of multimedia database, where various kinds of data could be there, the concept of constraints is very important. For example, if the image is that of a rectangle, we know one of the constraints would be that the number of sides of the object is 4. Then the second constraint would be opposite sides are parallel. The third one would be opposite sides are equal. If we include the emergence phenomenon, then if there is a diagonal drawn on it, this would give rise to two triangles. These constraints together could define the image successfully.

In an image of a geographical map of any part of the world, the concept of constraint would be effective in finding the location. If we are interested in finding a place, for example, an island with triangular shape, then obviously the constraint would be number of sides is 3. If we have more information about sides like whether any two sides are same or all sides are same or all sides are of different size, then this kind of information should help us identify the object more accurately.

**Similarities**

In a database containing only data, the input may be a query with certain constraints like to pick up records from a SALARY database where salary is greater than, say, 30000. In relational database, as we know, this can be accomplished by a SQL command with the following kind of statement:

\[
\text{SEL * FROM SALARY\_DB WHERE SALARY > 30000.}
\]

This would pick up all the records with salary > 30000.

In our multimedia database system, this kind of queries could also be made and we can handle them with this kind of or more complicated SQL statements.

But when the input is in the form of image, then we have to find the similarities of the input in the image part of the database. The basic approach to the problem of similarity is to find
certain parametric values as well as some coordinates of the input image. Then we find the
same for various images of the image database and pick up records where some matching
occurs. Of course, we study the emergence phenomenon in both input and images of an
image database while calculating parameters. For example, if we want to find similarities
involving a triangular figure as input, then some of the parametric values could be defined
like, number of sides which is 3, length of each side, color of the triangle. Based on these
values and constraints, we can find out similarities in the image database. But in the image
database, there could be figures like squares or rectangles with a diagonal drawn on them.
Then obviously this diagonal gives rise to two triangles according to emergence. So we have
to study these cases too, find out the parameters of these triangles to see whether they match
our parameters from the input.

Indexing
In the early stage of data processing, there was no established conception of indexing. Most of
the data files were accessed sequentially. This was pretty slow and inefficient particularly
when the data file is big enough. To get rid of this problem, the concept of indexing came to
the picture. At the initial stage, a number is used to be given against each record by the system
in a file created on disk. We could specify these numbers to access any record randomly. Then
came the concept of Indexed Sequential Access Method where instead of assigning a separate
number against each record, a field or a combination of fields were started being used as key.
There could be two kinds of indexing, one where the key value in a particular file is unique
and the other where the key value could be duplicate. The search method is called Binary
Search where to find a particular key value, the whole file is divided into two halves and the
part, which contains the particular key value we are searching, is taken and then divided into
two halves again. The part here which contains the key value is again taken and divided into
two halves. This process continues until it finds the match against the key value.

Nowadays an old file system is hardly used in maintaining computer records. Instead, a
database system has been developed. The latest development in this field is Relational
Database System, which contains tables to store data.

In our problem of dealing with multimedia databases, which would contain images, the
concept of indexing is very important. We are trying to develop a more sophisticated method
of indexing where there won't be any clear-cut definition of index against the images, but
indexes would be defined based on our study of emergence phenomenon of each of the image.
Sometime to locate a particular spot in the geographic map of a part of the world, an input
image would point to a particular part and that particular part in one or more than one
image could be the outcome of emergence or it could be straight away present in the map
without any emergence. In either case, input image refers to an index, which is nothing but
that particular spot of the map.

2.5.2 Model of the emergence index
Emergence indexes can be defined out of five factors as discussed in section 2.5.1.

\[ EI = f(D, F, V, C, E) \]

(1)

Where \( EI \) stands for emergence index, \( D \) for domain where the image belongs, \( F \) for features,
\( V \) for variables which can define the feature’s constraints under which the features are
defined, \( C \) for constraints and \( E \) for emergence characteristics of images.
We believe any image, static or in motion, could be expressed semantically in terms of the above mentioned five parameters.

**Construction**

We take the case of a square with a diagonal, as mentioned earlier, to build up an emergence index. If this is an image in the database, then firstly we have to put it under certain domain $D$ for the ease of accessing. Since images are generated in enormous volume, we have to put them in various separate entities or tables according to certain classification rather than in one table which could be extremely time consuming to access. The table that would contain this square image record would define the domain of the image. We can term it as $TAB1$.

To define the second factor $F$, we find the number of maximum sides present would be 5, where there are 4 regular sides and 1 diagonal.

The variables are $a$, $b$, $c$, $d$, $e$ where first four define the perimeter of the square and $e$ the diagonal.

The constraints $c$ are $a = b = c = d$ since it is a square.

The emergence $E$ is composed of two triangles with sides $a$, $b$, $e$ and $c$, $d$, $e$.

Hence Emergence Index

\[ EI = \{TAB1; \ 5; \ a, b, c, d, e; a = b = c = d; (a, b, e \ and \ c, d, e)\} \]

**3. Use of emergence phenomenon**

We provide a very simple example of how emergence phenomenon can give rise to meanings for a segmented image where apparently no meaning exists.

![Fig. 1.3. The image of a tiger in a picture before segmentation [12]](image1)

![Fig. 1.4. The image of the tiger after segmentation [12]](image2)
Here we see in Figure 1.3 the image is very clearly of a tiger. We segment the whole picture and get the image of the tiger in Figure 1.4. But we note that the figure does not clearly point to the image of the tiger but indicates an animal. So we can interpret the image of the tiger in Figure 1.4 as that of an animal instead of a tiger. This is the outcome of emergence phenomenon where we are able to interpret the segmented image in a different way than original picture shows or in other words we extract different meaning of the segmented image. This would enable us to ascribe some meanings to segmented image which otherwise after segmentation may not deliver any meaning. This way through emergence phenomenon we interpret segmented image in a meaningful way.

4. Suggested future directions of research

There are various attempts made to extract semantic meanings from an image to fill-in the semantic gap between low-level features and high-level semantic meanings which can arise from image segmentation. These include Latent Semantic Indexing (LSI), contextual search, user feedback, data clustering in the extraction of perceptual concepts, content-based soft annotation (CBSA), image classifications, ontology, top-down, ontologically driven approaches and bottom-up, automatic-annotation approaches, using machine learning methods to associate low-level features with query concepts, using relevance feedback to learn users' intention, generating semantic template to support high-level image retrieval, fusing the evidences from HTML text and the visual content of images for WWW image retrieval, use of ontology which represent task-specific attributes, objects, and relations, and relate these to the processing modules available for their detection and recognition, use of context-awareness for identifying image semantics and relationships to contribute to closing the semantic gap between user information requests and the shortcomings of current content-based image retrieval techniques, enhanced ICBIR system which allows users to input partial relevance which includes not only relevance extent but also relevance reason for a multi-phase retrieval where partial relevance can adapt to the user's searching intention in a from-coarse-to-fine manner [2].

Although these are good, constructive progresses in solving the problem of semantic gap in CBIR, they cannot define the semantic meanings of an image specifically. They can contribute to some broad classification of the image in certain groups.

To solve this problem we have to develop devices to define the semantic meanings of an image very specifically from low-level features and that should be done automatically without users’ interaction. We seem to be still far away from this objectivity.

As we have shown in Section 3 emergence phenomenon can bring meanings out of a segmented image where apparently no meaning could be found. We plan to work on the theory of emergence index as described in Section 2 in future to generate softwares to provide the assistance in identifying the images from a segmentation.

5. Conclusion

In this paper we studied the problem of extracting meaningful image segmentation using emergence phenomenon. We plan to continue our work in this area to extract meanings from a more complex image segmentation where it is really difficult to find any meaning from the segmented image. Since this is a very important area of research with major
implications in all spheres of life beginning with medical images, the necessity of this study cannot be overestimated.
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