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1. Introduction

There is an enormous volume of literature on the applications of Hidden Markov Models (HMMs) to a broad range of pattern recognition tasks. The first practical application of HMMs is much based on the work of Rabiner et al. (Lawrence & Rabiner, 1989) for speech recognition. Since then, HMMs have been extensively used in various scientific fields such as computational biology, biomedical signal interpretation, image classification and segmentation, etc.

An HMM can be described as a stochastic finite-state automation that can be used to model time sequential data. In general, there are four basic parts involved in the HMM: namely states, initial state distribution, state transition matrix, and state observation matrix. A state represents a property or condition that an HMM might have at a particular time. Initial state distribution indicates each state probability of an HMM at the time of starting the modeling procedure of an event. The state transition matrix represents the probabilities among the states. The observation matrix contains the observation probabilities from each state. Once the architecture of an HMM is defined with the four essential components, training of the HMM is required. To train, the first step is to classify features into a specific number of clusters, generating a codebook. Then from the codebook, symbol sequences are generated through vector quantization. These symbol sequences later are used to model spatiotemporal patterns in an HMM. The number of states and initial state distribution of HMM are empirically determined in general. The state transition and observation probabilities from each state are usually initialized with uniform distributions and later adapted according to the training symbol sequences. In practice, there are some well-established training algorithms available to automatically optimize the parameters of the HMM. The Baum–Welch (Baum et al., 1970) training procedure is a standard algorithm which uses the Maximum Likelihood Estimation (MLE) criterion. In this training algorithm, the training symbol sequences are used to estimate the HMM parameters. Finally, a testing sequence gets analyzed by the trained HMMs to be recognized.

In an HMM, the underlying processes are usually not observable, but they can be observed through another set of stochastic processes that produces continuous or discrete observations (Lawrence & Rabiner, 1989), which lead to discrete or continuous HMMs respectively. In the discrete HMMs, the observation sequences are vector-quantized using a codebook to select discrete symbols. Though the discrete symbols for the observations
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simplify the modeling, they have limited representation power. As the discrete symbols are obtained from the codebook, which is generated using some unsupervised classification algorithm such as the K-means (Kanungu et al., 2000) or the Linde, Buzo, and Gray (LBG)'s clustering algorithm (Linde et al., 1980), the quantized vectors may not be accurate: the quantized vectors represent incorrect symbols sometimes. In fact, modeling of an event is very much dependent on the codebook generation process in the discrete HMM that may result in unsatisfactory results. To mitigate this problem, continuous probability distribution functions for the observations can be used to model the time-sequential information that enables to get a model as accurate as possible. In the continuous HMMs, the observation probability distribution functions are a mixture multivariate of Gaussians. The architecture of a continuous HMM, the number of Gaussian components per state, and the number of training iterations are usually empirically determined. Once the event is modeled by the continuous HMM, one can calculate the probabilities of the observation sequence and the probable underlying state sequences. The principal advantage of using the continuous HMM is the ability to model the event directly without involving vector quantization. However, the continuous HMM requires much longer training and recognition time, especially when a mixture of several Gaussian probability density components is used.

Among a wide range of application areas in which HMMs have been applied to recognize complex time-sequential events, human activity recognition (HAR) is one active area that utilizes spatio-temporal information from video to recognize various human activities. In this video-based HAR methodology, it is essential to model and recognize key features from time sequential activity images in which various activities are represented in time-sequential spatial silhouettes. Once the silhouettes from the activity video images are obtained, each activity is recognized by comparing with the trained activity features. Thus, feature extraction, learning, and recognition play vital roles in this regard. In the video-based HAR, binary silhouettes are most commonly employed where useful features are derived from activity videos to represent different human activities (Yamato et al., 1992; Cohen & Lim, 2003; Niu & Abdel-mottaleb, 2004; Niu & Abdel-mottaleb, 2005; Agarwal & Triggs, 2006; Uddin et al., 2008a). To extract the human activity silhouette features, the most popular feature extraction technique applied in the video-based HAR is Principal Component Analysis (PCA) (Niu & Abdel-Mottaleb, 2004; Niu & Abdel-Mottaleb, 2005). PCA is an unsupervised second order statistical approach to find useful basis for data representation. It finds PCs at the optimally reduced dimension of the input. For human activity recognition, it focuses on the global information of the binary silhouettes, which has been actively applied. However, PCA is only limited to second order statistical analysis, allowing up to decorrelation of data. Lately, a higher order statistical method called Independent Component Analysis (ICA) is being actively exploited in the face recognition area (Bartlett et al., 2002; Kwak & Pedrycz, 2007; Yang et al., 2005) and has shown superior performance over PCA. It has also been utilized successfully in other fields such as speech recognition (Kwon & Lee, 2004). In (Uddin et al., 2008a), we introduced local binary silhouette features through ICA to represent human body in different activities usefully. To extend the IC features, we applied Linear Discriminant Analysis (LDA) on them to build more robust features and applied for improved HAR. To model the time-sequential human activity features, HMMs have been used effectively in many works (Yamato et al., 1992; Sun et al., 2002; Nakata, 2006; Niu & Abdel-Mottaleb, 2004; Niu & Abdel-Mottaleb, 2005; Uddin et al., 2008a; Uddin et al., 2008b). In (Yamato et al., 1992), the binary silhouettes were employed to develop some distinct discrete HMMs for different activities. In (Uddin et al., 2008a) and
(Uddin et al., 2008b), we applied the discrete HMM to train and recognize different human activities from binary and depth silhouettes features respectively. Continuous HMMs have also been applied in numerous HAR works (Sun et al., 2002; Niu & Abdel-mottaleb, 2004; Niu & Abdel-mottaleb, 2005; Nakata, 2006). In (Sun et al., 2002) and (Nakata, 2006), the authors utilized optical flows to build continuous HMMs for recognition. In (Niu & Abdel-Mottaleb, 2004) and (Niu & Abdel-Mottaleb, 2005), the authors applied binary silhouette and optical flow motion features in combination with continuous HMM to recognize different human activities.

Although the binary silhouettes are very commonly employed to represent a wide variety of body configurations, it sometimes produces ambiguities by representing the same silhouette for different postures from different activities. For instance, if a person performs some hand movement activities in the direction toward the camera, different postures can correspond to the same silhouette due to its binary-level (i.e., white or black) pixel intensity distribution. One example is shown in Fig. 1, which shows the RGB, binary, and depth images of right hand-up-down, left hand-up-down, both hands-up-down, clapping, and boxing activity respectively. It is obvious that the binary silhouettes are a poor choice to separate these different postures. Besides, from the binary silhouettes, it is not possible to obtain the difference between the far and near parts of human body in the activity video. For better silhouette representation than binary, in (Uddin et al., 2008b), we proposed IC features from the time-sequential depth silhouettes to be used with the discrete HMMs for robust HAR. The depth silhouettes better represent the human body postures than the binary by differentiating the body parts by means of different depth values. Thus, depth silhouettes can be utilized to overcome the aforementioned limitations available in binary silhouettes.

In this chapter, with a brief introduction of HMMs, especially the continuous HMM, we present its application to model various human activities based on the spatio-temporal depth silhouette features. Then, we show how to recognize various human activities from time-series depth maps (i.e., depth videos) of human activities. We demonstrate that superior recognition can be achieved by means of the continuous HMM and depth silhouette features in recognizing various human activities, which are not easily discernible with binary silhouettes. One of the aims of our HAR system is to be used in smart homes to monitor and recognize important daily human activities. This should allow continuous daily, monthly, and yearly analysis of human activity patterns, habits, and needs. In addition, when any abnormal activity is recognized, the system can automatically generate an alarm to draw attention of the smart home inhabitants to draw their attention to avoid unexpected injury and to provide assistance if needed.

The remaining sections of this chapter are structured as follows. Section 2 describes the basics of continuous HMMs. Section 3 explains the methodology of the HAR system from video image acquisition and depth silhouette feature extraction to modeling and training activity continuous HMMs for recognition. Section 4 shows the experimental results utilizing different feature extraction approaches with HMMs. Finally, Section 5 draws the concluding remarks.

2. Continuous Hidden Markov Model

HMM is considered to be one of the most suitable techniques for modeling and recognizing time sequential features (Lawrence & Rabiner, 1989; Kwon & Lee, 2004). Basically, a continuous HMM consists of two interrelated processes. The first process is related to an underlying, unobservable Markov chain with a finite number of states, a state transition
Fig. 1. RGB and their corresponding binary and depth images of (a)-(c) right hand-up-down, (d)-(f) left hand-up-down, (g)-(i) both hands-up-down, (j)-(l) clapping, and (m)-(o) boxing activity respectively.

Hidden Markov Models, Theory and Applications

Hidden Markov Models (HMMs) are statistical models that are widely used in various applications. They consist of two main components: the first component is a set of state transition probability, and an initial state probability distribution. The second consists of a set of density functions representing the observations associated with each state. As a continuous HMM can decode the time-sequential continuous information, it has been applied in many important applications such as speech recognition (Lawrence & Rabiner, 1989), human activity recognition (Sun et al., 2002), gesture recognition (Frolov et al., 2008) etc. A
continuous HMM denoted as \( H = \{\Xi, \pi, A, B\} \) can be expressed as follows. \( \Xi = \{\Xi_1, \Xi_2, ..., \Xi_q\} \) indicates the states where \( q \) is the number of states. The state of the model at time \( t \) can be expressed as \( \Omega_t \in \Xi, 1 \leq t \leq T \) where \( T \) is the length of the observation sequence. The initial probability of the states \( \pi \) can be represented as

\[
\pi = \{\pi_j\}, \sum_{j=1}^{q} \pi_j = 1.
\]

The state transition probability matrix is denoted as \( A \) where \( a_{ij} \) denotes the probability of a changing state from \( i \) to \( j \) i.e.,

\[
a_{ij} = P(\Omega_{t+1} = \Xi_j \mid \Omega_t = \Xi_i), \quad 1 \leq i, j \leq q, \tag{2}
\]

\[
\sum_{j=1}^{q} a_{ij} = 1, \quad 1 \leq i \leq q. \tag{3}
\]

The observation probability matrix is denoted as \( B \) where the probability \( b_j(d) \) represents the probability of observing \( d \) from a state \( j \) that can be expressed as

\[
b_j(d) = P(O_t = d \mid \Omega_t = \Xi_j), \quad 1 \leq j \leq q. \tag{4}
\]

Though there are various types of HMMs (Lawrence & Rabiner, 1989), one of the popular HMMs is the left-to-right model as shown in Fig. 2. In this model, the initial probability of the states \( \pi \) can be initialized as \([1,0,0,0]\) if there are four states and the modeling procedure is to be started from the first state. The transition matrix \( A \) can be initialized according to the transition between the states. The initial transitions can be uniformly distributed based on the connections between the states. Thus, the transition matrix can be represented as

\[
A = \begin{bmatrix}
0.333 & 0.333 & 0.333 & 0 \\
0 & 0.333 & 0.333 & 0.333 \\
0 & 0 & 0.5 & 0.5 \\
0 & 0 & 0 & 1
\end{bmatrix} \tag{5}
\]

![Fig. 2. A four state left-to-right HMM.](https://www.intechopen.com)
In the continuous observation probability density function matrix $B$, the commonly used distribution to describe the observation densities is the Gaussian one. To represent the continuous observation probability matrix, the mean and covariance are utilized. Weight coefficients are necessary to use during the mixture of the probability density function (pdf). Thus, the observation probability of $O_t$ at time $t$ from state $j$ can be represented as

$$b_j(O_t) = \sum_{k=1}^{M} c_{j,k} b_{j,k}(O_t), \quad 1 \leq j \leq q,$$  

(6)

$$\sum_{k=1}^{M} c_{j,k} = 1, \quad 1 \leq j \leq q$$  

(7)

where $c$ represents the weighting coefficients, $M$ the number of mixtures, and $O_t$ the observation feature vector at time $t$. The Baum-Welch algorithm (Baum et al., 1970) can be applied to estimate the HMM parameters as

$$\gamma_t(i) = \frac{\alpha_t(i) \beta_t(i)}{\sum_{i=1}^{q} \alpha_t(i) \beta_t(i)},$$  

(8)

$$\gamma_t(i, j) = \frac{\alpha_t(i) a_{i,j} b_j(O_{t+1}) \beta_{t+1}(j)}{\sum_{i=1}^{q} \sum_{j=1}^{q} \alpha_t(i) a_{i,j} b_j(O_{t+1}) \beta_{t+1}(j)},$$  

(9)

$$\xi_t(j, k) = \frac{\sum_{i=1}^{q} \alpha_t(i) a_{i,j} c_{j,k} g_{j,k}(O_t) \beta_t(j)}{\sum_{i=1}^{q} \sum_{j=1}^{q} \alpha_t(i) a_{i,j} c_{j,k} g_{j,k}(O_t) \beta_t(j)},$$  

(10)

$$g_{j,k}(O_t) = N(x \mid \mu_{j,k}, \Sigma_{j,k}),$$  

(11)

$$g_{j,k}(O_t) = \frac{1}{(2\pi)^{p/2} |\Sigma_{j,k}|} \exp \left\{ -\frac{1}{2} (O_t - \mu_{j,k})^T \Sigma_{j,k}^{-1} (O_t - \mu_{j,k}) \right\}$$  

(12)

where $\gamma_t(i)$ represents the probability of staying in the state $i$ at time $t$. $\gamma_t(i, j)$ is the probability of staying in a state $i$ at time $t$ and a state $j$ at time $t+1$. $\alpha$ and $\beta$ are the forward and backward variables respectively. $T$ contains the length of the observation sequence. $g_{j,k}(O_t)$ indicates $k^{th}$ mixture component probability at time $t$, $P$ dimension of the observation feature vector, and $\xi_t(j, k)$ probability of selecting $k^{th}$ mixture component in state $j$ at time $t$. The estimated HMM parameters can be represented as follows.
\begin{align}
\hat{a}_{i,j} &= \frac{\sum_{t=1}^{T} \gamma_{t}^{i}(i, j)}{\sum_{t=1}^{T} \gamma_{t}^{i}(i)}, \\
\hat{c}_{j,k} &= \frac{\sum_{t=1}^{T} \xi_{t}^{j}(i, j)}{\sum_{t=1}^{T} \gamma_{t}^{j}(j)}, \\
\hat{\mu}_{j,k} &= \frac{\sum_{t=1}^{T} \xi_{t}^{j}(j, k)x_{t}}{\sum_{t=1}^{T} \xi_{t}^{j}(j, k)}, \\
\hat{\Sigma}_{j,k} &= \frac{\sum_{t=1}^{T} \xi_{t}^{j}(j, k)O_{t}O_{t}^{T}}{\sum_{t=1}^{T} \xi_{t}^{j}(j, k)} - \hat{\mu}_{j,k}\hat{\mu}_{j,k}^{T}
\end{align}

where $\hat{a}_{i,j}$ represents the estimated transition probability from the state $i$ to the state $j$ and $\hat{c}_{j,k}$ the estimated $k^{th}$ mixture weights in state $j$, $\hat{\mu}_{j,k}$ the estimated mean of $k^{th}$ mixture in state $j$, and $\hat{\Sigma}_{j,k}$ the estimated covariance of $k^{th}$ mixture in state $j$.

3. Continuous HMM-based HAR system

In our HAR system, we apply the continuous HMM to model and recognize various human activities from time-sequential depth silhouette features. Our HAR system consists of depth silhouette extraction, feature extraction, modeling, and recognition via the continuous HMM. Fig. 3 shows the key processes of our depth silhouette feature-based activity recognition system.

3.1 Depth silhouette extraction

A Gaussian probability distribution function is used to remove background from the RGB frames and to extract the binary Region of Interest (ROI) based on which depth ROIs are extracted from the corresponding depth images acquired by a depth camera. ZCAM™, a commercial camera developed by the 3DV system, is used to acquire the RGB and depth images of different activities (Iddan & Yahav, 2001). The image sensor in the ZCAM produces the RGB and distance information for the object captured by the camera.

To capture the depth information, the image sensor first senses the surface boundaries of the object and arranges each object according to the distance information. The depth value indicates the range of each pixel in the scene to the camera as a grayscale value such that the shorter ranged pixels have brighter and longer ones contain darker values. The system provides both RGB and depth images simultaneously. Figs. 4(a) to (e) show a background
Fig. 3. Depth Silhouette-based human activity recognition system using continuous HMMs. Image, a RGB frame from a both hands up-down sequence, its corresponding binary, depth, and pseudo color image respectively. In the depth image, the higher pixel intensity indicates the near and the lower the far distance. For instance, in Fig. 4(d), the forearm regions are brighter than the body. Thus, different body components used in different activities can be represented effectively in the depth map or the depth information and hence can contribute effectively in the feature generation. On the contrary, the binary silhouettes contain a flat pixel value in the human body and hence cannot distinguish the body postures effectively. Consequently, by means of the infrared sensor-based camera, we obtained both the RGB and depth images of distinguished activities at 30fps to apply on our HAR system. Since the raw depth images acquired by the camera consist of random noises, median filtering was applied on the depth images to make them smooth. Then, the depth silhouette was extracted from every depth image and resized to the size of 50x50. Fig. 5 shows sequences of depth silhouettes from right hand up-down, left hand up-down, both hands
Fig. 4. Sample video images of (a) a background image, (b) a RGB frame from a both hands up-down sequence, (c) its corresponding binary, (d) depth, and (e) pseudo color image. 

up-down, clapping, and boxing activities. To apply the feature extraction, each silhouette was converted to a vector with the size of the total pixels (i.e., 2500) in it. The first step before feature extraction is to make all the silhouette vectors zero mean.

3.2 Principal component analysis on depth silhouettes
After preprocessing of the silhouette vectors, we proceed to the dimension reduction process as the training database contains the silhouette vectors with a high dimension (i.e., 2500). In this regard, we applied PCA, one of the most popular methods to approximate original data in the lower dimensional feature space (Niu & Abdel-mottaleb, 2004; Niu & Abdel-mottaleb, 2005; Uddin et al., 2008a; Uddin et al., 2008b; Uddin et al., 2009). The main
Fig. 5. Ten depth silhouettes from image sequences of (a) right hand up-down, (b) left hand up-down, (c) both hands up-down, (d) clapping, and (e) boxing activity.
approach is to compute the eigenvectors of the covariance data matrix \( Q \) and then approximate using the linear combination of top eigenvectors. The covariance matrix of the sample training depth silhouette vectors and the PCs of the covariance matrix can be calculated as

\[
Q = \frac{1}{T} \sum_{i=1}^{T} (\bar{X}_i \bar{X}_i^T),
\]

(17)
where \( E \) represents the matrix of eigenvectors and \( \Lambda \) diagonal matrix of the eigenvalues. The eigenvector corresponding to the largest eigenvalue indicates the axis of largest variance and the next largest one is the orthogonal axis of the largest one indicating the second largest variance and so on.

Basically, the eigenvalues close to zero carry negligible variance and hence can be neglected. So, the several \( m \) eigenvectors corresponding to the largest eigenvalues can be used to define the subspace. Thus, the full dimensional depth silhouette vectors can be easily represented in the reduced dimension. After applying PCA on the depth silhouettes of various activities, it generates global features representing most frequently moving parts of human body in all activities. However, PCA being a second order statistics-based analysis can only extract global information (Niu & Abdel-mottaleb, 2004; Niu & Abdel-mottaleb, 2005; Uddin et al., 2008a; Uddin et al., 2008b; Uddin et al., 2009). Fig.6 shows 48 basis images after PCA is applied on 2250 images of the five activities. The basis images are the resized eigenvectors (i.e., 50x50) normalized in a grayscale. Fig. 7 shows the top 150 eigenvalues corresponding to the first 150 eigenvectors.

![Fig. 7. Top 150 eigenvalues of the training depth silhouettes of the five activities.](image)

If there are \( k \) number of depth silhouette vectors in the database where each vector is \( t \) dimensional and top \( m \) eigenvectors are chosen after applying PCA, the size of the PCA representations of all silhouette vectors becomes \( k \times m \) where each silhouette vector represents the size of \( 1 \times m \). For our experiments, we considered 150 PCs after applying PCA over the training database of 2250 silhouettes of the five activities and as a result, \( m \) becomes 150 and the size of the \( E_\mu \) is 2500x150 where each column vector represents a PC. Thus, projecting each silhouette image vector with the size of \( 1 \times 2500 \) onto the PCA feature space, it can be reduced to \( 1 \times 150 \).

### 3.3 Independent component analysis on depth silhouettes

Independent Component Analysis (ICA) is a higher order statistical approach than PCA for separating a mixture of signals into its components. The most well-known applications of ICA are in the field of signal and image processing such as biomedical signals (Jung et. Al,
ICA has been recently applied in the field of facial expression analysis areas to focus on the local face features (Kwak & Pedrycz, 2007; Uddin et al., 2009).

Basically, ICA finds the statistically independent basis images. The basic idea of ICA is to represent a set of random observed variables using basis functions where the components are statistically independent. If $S$ is a collection of basis images and $X$ a collection of input images then the relation between $X$ and $S$ is modeled as

![Fig. 8. Forty eight ICs of all the depth silhouettes of the five activities.](image-url)
\[ X = AS \] (19)

where \( A \) represents an unknown linear mixing matrix of full rank.

An ICA algorithm learns the weight matrix \( W \), which is inverse of mixing matrix \( A \). \( W \) is used to recover a set of independent basis images \( S \). The ICA basis images reflect local feature information rather than global information as in PCA. ICA basis images show the local features of the body parts in activity. Fig. 8 shows 48 ICA basis images for all activities. Before applying ICA, PCA is used to reduce the dimension of the image data. ICA is performed on \( E_m \) as follows.

\[
S = WE_m^T, \quad (20)
\]

\[
E_m^T = W^{-1}S, \quad (21)
\]

\[
X_r = VW^{-1}S \quad (22)
\]

where \( V \) is the projection of the images \( X \) on \( E_m \) and \( X_r \) the reconstructed original images.

The IC representation \( I_i \) of \( i^{th} \) silhouette vector \( \tilde{X}_i \) from an activity image sequence can be expressed as

\[
I_i = \tilde{X}_i E_m W^{-1}. \quad (23)
\]

Since ICA is applied on the PC features in our HAR work, the size of the ICA representations of the depth silhouette vectors are same as PCA. As the top 150 PCs are chosen to apply ICA, therefore, the size of the IC features of each depth silhouette vector and the weighting matrix \( W \) are 1x150 and 150x150 respectively.

However, as PCA considers the second order moments only, it lacks information on higher order statistics. On the contrary, ICA considers higher order statistics and it identifies the independent source components from their linear mixtures. Hence, ICA provides a more powerful data representation than PCA as it tries to provide an independent rather than uncorrelated feature representation. Thus, we applied ICA in our depth silhouette-based HAR system to find out statistically independent local features for improved HAR.

### 3.4 LDA on the independent depth silhouette component features

Linear Discriminant Analysis (LDA) is an efficient classification tool that works based on grouping of similar classes of data. It finds the directions along which the classes are best separated by considering the within-class scatter but also the between-class scatter (Kwak & Pedrycz, 2007; Uddin et al., 2009). It has been used extensively in various applications such as facial expression recognition (Kwak & Pedrycz, 2007; Uddin et al., 2009) and human activity recognition (Uddin et al., 2008). Basically, LDA projects data onto a lower-dimensional vector space such that the ratios of the between-class scatter and the within-class scatter is maximized, thus achieving maximum discrimination.

LDA generates an optimal linear discriminant function which maps the input into the classification space based on which the class identification of the samples can be decided (Kwak & Pedrycz, 2007). The within-class scatter matrix, \( S_W \) and the between-class scatter matrix, \( S_B \) are computed by the following equations:
\[ S_B = \sum_{i=1}^{c} J_i (m_i - m)(m_i - m)^T, \]  
\[ S_W = \sum_{i=1}^{c} \sum_{m_i \in C_i} (m_k - m_i)(m_k - m_i)^T \]  

where \( J_i \) is the number of vectors in \( i^{th} \) class \( C_i \), \( c \) is the number of classes and in our case, it represents the number of activities. \( m \) represents the mean of all vectors, \( m_i \) the mean of the class \( C_i \) and \( m_k \) the vector of a specific class. The optimal discrimination matrix \( D_{opt} \) is chosen from the maximization of ratio of the determinant of the between and within-class scatter matrix as

\[ D_{opt} = \arg \max \frac{D^T S_B D}{D^T S_W D} \]  

where \( D_{opt} \) is the set of discriminant vectors corresponding to the \((c-1)\) largest generalized eigenvalues \( \lambda \) problem as

\[ S_B d_i = \lambda_i S_W d_i. \]  

The LDA algorithm seeks the vectors in the underlying space to create the best discrimination among different classes. Thus, the extracted local feature-based ICA representations of the binary silhouettes of different activities can be extended by LDA. LDA on the IC features for the depth silhouette vectors can be represented as

\[ F_i = I_i D_{opt}^T. \]  

Fig. 9 depicts the 3-D representation of the depth silhouette features after applying on three ICs that are chosen on the basis of top kurtosis values. Fig. 10 shows a 3-D plot of LDA on
the IC features of the silhouettes of the five activities where 150 ICs are taken into consideration. Fig. 10 demonstrates a good separation among the representations of the depth silhouettes of the five activities. Once the LDA algorithm is applied on a database of the depth silhouette vectors where each vector is 150 dimensional, the size of the LDA subspace becomes 4x150 as \((c - b) = 4\). Hence, the LDA projection of the IC feature vector of each depth silhouette becomes 1x4.

3.5 Continuous HMM for depth silhouette-based activity training and recognition

Once human activities are represented in the time-sequential depth silhouette features, the continuous HMM can be applied effectively for HAR. In our system, we considered a four-state left-to-right HMM to model the human activities. The initial probability of the states \(\pi\) was initialized as \([1,0,0,0]\). The transition matrix \(A\) was uniformly initialized according to the transition between the states. Two mixtures per depth silhouette features were considered to model the activities by the continuous HMMs. Finally, the continuous HMMs were trained using the Baum-Welch parameter estimation algorithm. Each activity was represented by a distinct continuous HMM. Figs. 11 and 12 show the transition probabilities of a left hand up-down HMM before and after training respectively.

To recognize an activity, a feature vector sequence obtained from the activity image sequence was applied on all trained continuous HMMs to calculate the likelihood and the
one was chosen with the highest probability. Thus, to test a feature vector sequence $O$ (i.e., $O_1, O_2, ..., O_T$), we found the appropriate HMM as

$$\text{decision} = \underset{i=1, 2, ..., N}{\arg\max} L_i,$$

$$L_i = \Pr(O \mid H_i)$$

where $L$ represents the likelihood of $O$ on corresponding trained activity HMM $H$. 

4. Experimental setups and results

For the experiments, the binary (Uddin et al., 2008a) and depth silhouettes (Uddin et al., 2008b) were used as input to our HAR system. Five activities were recognized using different types of features with the continuous HMMs: namely right hand up-down, left hand up-down, both hands up-down, clapping, and boxing. Each activity sequence consisted of a time-series set of 30 silhouettes. A total of 15 sequences from each activity were used to build the feature space in training. Thus, the whole database consisted of a total of 2250 images. A total of 200 sequences (i.e., 40 sequences for each activity) were used in testing.

We started our experiments with the traditional binary silhouette-based HAR. After the background subtraction, the ROIs containing the binary silhouettes were extracted from the sequences. Since the binary silhouettes from the activities used in the experiments were similar to each other, the recognizer produced much low recognition rates for all the approaches (i.e., PCA, LDA on the PC features, ICA, and LDA on the IC features) as shown in Table 1.

In the following experiments, the binary silhouettes were replaced with the depth ones. The combination of PCA on the depth silhouettes with the continuous HMM were experimented first. PCA found the global depth silhouette features to be applied on the continuous HMMs, obtaining the mean recognition rate of 85.50%. By extending the PCA features by LDA, we obtained the mean recognition rate of 86.50%, improving the recognition marginally. We continued to apply ICA on the depth silhouettes to obtain improved local depth silhouette features, achieving the mean recognition rate of 93.50%. Finally, LDA on the IC features with the continuous HMMs produced the highest recognition rate of 99%. The recognition results using the various types of features from the depth silhouettes are shown in Table 2.
<table>
<thead>
<tr>
<th>Approach</th>
<th>Activity</th>
<th>Recognition Rate</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Right hand up-down</td>
<td>32.50%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Left hand up-down</td>
<td>35</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both hands up-down</td>
<td>30</td>
<td>36.50</td>
<td>6.02</td>
</tr>
<tr>
<td></td>
<td>Clapping</td>
<td>40</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Boxing</td>
<td>45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCA</td>
<td>Right hand up-down</td>
<td>35</td>
<td>36</td>
<td>4.18</td>
</tr>
<tr>
<td></td>
<td>Left hand up-down</td>
<td>32.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both hands up-down</td>
<td>37.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clapping</td>
<td>32.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Boxing</td>
<td>42.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LDA on the PC features</td>
<td>Right hand up-down</td>
<td>42.50</td>
<td>43</td>
<td>4.80</td>
</tr>
<tr>
<td></td>
<td>Left hand up-down</td>
<td>37.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both hands up-down</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clapping</td>
<td>40</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Boxing</td>
<td>45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICA</td>
<td>Right hand up-down</td>
<td>45</td>
<td>45.50</td>
<td>4.11</td>
</tr>
<tr>
<td></td>
<td>Left hand up-down</td>
<td>42.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both hands up-down</td>
<td>52.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clapping</td>
<td>42.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Boxing</td>
<td>45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LDA on the IC features</td>
<td>Right hand up-down</td>
<td>45</td>
<td>45.50</td>
<td>4.11</td>
</tr>
<tr>
<td></td>
<td>Left hand up-down</td>
<td>42.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both hands up-down</td>
<td>52.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clapping</td>
<td>42.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Boxing</td>
<td>45</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Recognition results using the binary silhouette-based approaches.
<table>
<thead>
<tr>
<th>Approach</th>
<th>Activity</th>
<th>Recognition Rate</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PCA</strong></td>
<td>Right hand up-down</td>
<td>90%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Left hand up-down</td>
<td>90</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both hands up-down</td>
<td>80</td>
<td>85.50</td>
<td>4.47</td>
</tr>
<tr>
<td></td>
<td>Clapping</td>
<td>85</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Boxing</td>
<td>82.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LDA on the PC features</strong></td>
<td>Right hand up-down</td>
<td>90</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Left hand up-down</td>
<td>92.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both hands up-down</td>
<td>82.50</td>
<td>86.50</td>
<td>4.54</td>
</tr>
<tr>
<td></td>
<td>Clapping</td>
<td>85</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Boxing</td>
<td>82.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ICA</strong></td>
<td>Right hand up-down</td>
<td>92.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Left hand up-down</td>
<td>95</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both hands up-down</td>
<td>92.50</td>
<td>93.50</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td>Clapping</td>
<td>95</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Boxing</td>
<td>92.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>LDA on the IC features</strong></td>
<td>Right hand up-down</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Left hand up-down</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Both hands up-down</td>
<td>100</td>
<td>99</td>
<td>1.36</td>
</tr>
<tr>
<td></td>
<td>Clapping</td>
<td>97.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Boxing</td>
<td>97.50</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Recognition results using the depth silhouette-based approaches.
Fig. 13. Basic steps of our depth silhouette-based real-time HAR system.
Fig. 14. Real-time human activity recognition results.
4.1 Real-time depth silhouette-based human activity recognition

After testing our system offline, we continued our study to recognize the five activities in real-time. We implemented a HAR system in a programming language, Matlab 7.4.0 to acquire the RGB as well as depth images of various activities in real-time and applied LDA on the IC features on the depth silhouettes with the continuous HMMs. We used a non overlapping window of 30 sequential depth frames from the real time video data and extracted the IC-based features to apply on the trained HMMs for recognition. Fig. 13 shows the architecture of our real-time HAR system. Fig. 14 shows some of our sample real-time recognition results with date and time where the result is shown at the bellow of the RGB images automatically. Here, the labeled RGB image is shown for the clarity of the activity though we used the depth silhouettes for activity recognition.

5. Conclusion

In this chapter, we have presented the basics of the continuous HMM and its application to human activity recognition. Our depth silhouette-based HAR methodology successfully incorporates the continuous HMM to recognize various human activities: we have shown that the depth silhouettes outperform the traditional binary silhouettes significantly, although the same HMM has been incorporated for recognition. We have also demonstrated real-time working of our presented HAR system. As presented, the HMMs can be effective in the field of HAR where pattern recognition of spatiotemporally changing information is critical.
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