Comparison of Flight Control System Design Methods in Landing

S.H. Sadati, M. Sabzeh Parvar and M.B. Menhaj
Aerospace Engineering Department,
Amir Kabir University, Hafez Ave., Tehran,
Iran

1. Introduction

The development and application of most present-day systems and control theory were spurred on by the need to resolve aerospace problems. This is roughly the problem of analyzing and designing flight control systems for tactical missiles or aircraft. The control laws used in current tactical missile or aircraft are mainly based on classical control design techniques. These control laws were developed in the 1950s and have evolved into fairly standard design procedures [1].

Current autopilot design processes contain time-and-resource-consuming trial-and-error approaches. Especially late changes in the flight control laws contribute to high cost and delay of first delivery. The automatic landing mode development is a good example of a process with trial-and-error design phases, because of the many parameters the system has to be robust against. These parameters originate from different runway, terrain, ILS and weather characteristics, and from aircraft uncertainties like configuration and landing weight. Additional uncertainties arise from uncertain aerodynamic parameters, actuator model uncertainties, etc. The autonomous aircraft landing is an issue that implies three main aspects: the performance of equipment, the process models and the ethics. Generally, the landing is not a standard flight task as it could be thinking. We consider it a nonstandard flight stage because it has a very high sensitivity versus environment perturbation and to the psychological factors.

In the last three decades, optimality-based designs have been considered to be the most effective way for a guided missile engaging the target [2-4]. However, it is also known from the optimal control theory that a straightforward solution to the optimal trajectory shaping problem leads to a two point boundary-value problem [2], which is too complex for real-time onboard implementation. Based on the reasons given above, advanced control theory must be applied to a control system to improve its performance. One of the best ways to solve this problem is to approach the artificial intelligence modeling technology based on fuzzy logic and neural network [5].

Intelligent control is a control technology that replaces the human mind in making decisions, planning control strategies, and learning new functions whenever the environment does not allow or does not the presence of a human operator. Artificial neural networks and fuzzy logic are two potential tools for use in applications in intelligent control engineering. Artificial neural networks offer the advantage of performance improvement...
Advances in Flight Control Systems

through learning by means of parallel and distributed processing. Many neural control schemes with back propagation training algorithms, which have been proposed to solve the problems of identification and control of complex nonlinear systems, exploit the nonlinear mapping abilities of neural networks [6,7]. Recently, adaptive neural network algorithms have also been used to solve highly nonlinear flight control problems. A fuzzy logic-based design that can resolve the weaknesses of conventional approaches has been cited above. The use of fuzzy logic control is motivated by the need to deal with highly nonlinear flight control and performance robustness problems. It is well known that fuzzy logic is much closer to human decision making than traditional logical systems. Fuzzy control based on fuzzy logic provides a new design paradigm such that a controller can be designed for complex, ill-defined processes without knowledge of quantitative data regarding the input-output relations, which are otherwise required by conventional approaches [8-11]. An overview of neural and fuzzy control designs for dynamic systems was presented by Dash et al.[12].

2. Aircraft model

Aircraft landing process enhanced several phases that define the so-called standard landing trajectory. The landing operation concerning two controlled maneuvers: first for guiding the aircraft in the horizontal plane, in order to align it onto the axe of the runway and the second, for aircraft guiding in the vertical plane in order to do the approaching of runway surface. Basically, the automatic landing systems provide the information for instrument navigation along the standard trajectory. In this paper only control about the longitudinal axis is considered. With this restriction, the equations of motion describing the aircraft take the form [13]:

\[ \dot{V} = \frac{g}{W} (T_{bal} - D) - g \sin \gamma \]  
\[ \dot{\gamma} = \frac{g}{V} \left( \frac{L}{W} \right) - \cos \gamma \]  
\[ \dot{q} = \frac{\alpha_s C_l}{I_y} (C_m) \]  
\[ \dot{h} = V \sin \gamma \]  
\[ \dot{x} = V \cos \gamma \]  
\[ \dot{\theta} = q \]

The state variables are \( V = \) airspeed, \( \gamma = \) flight path angle, \( \theta = \) pitch angle, and \( q = \) pitch rate, \( h \) is the altitude, \( T \) is the engine thrust force. The aerodynamic and propulsive forces are assumed to have the following form:

\[ C_m = C_{m_0} + C_{m_1} \dot{q} + C_{m_2} \alpha + C_{m_3} \delta_e + C_{m_4} \delta_f \]
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\[
C_{l_{bal}} = \frac{2mg \cos \gamma_{gl}}{\rho S V_i^2}
\] (8)

\[
\alpha_{bal} = \frac{C_{l_{u}} - C_{l_{o}}}{C_{l_{u}}}
\] (9)

\[
T_{bal} = C_{D_{(C_{l_{bal})}}} \frac{\rho V_i^2 S}{2} + mg \sin \gamma_{gl}
\] (10)

\[
\delta_{bal} = -(C_{m_0} + C_{m_u} \alpha_{bal} + C_{m_j} \delta_{f}) / C_{m_{\delta}}
\] (11)

\[
C_{D}(\alpha) = B_0 + B_1 \alpha + B_2 \alpha^2
\] (12)

\[
C_{L}(\alpha) = \begin{cases} 
C_0 + C_1 \alpha, & \alpha \leq \alpha_* \\
C_0 + C_1 \alpha + C_2 \alpha^2, & \alpha_* \leq \alpha \leq \alpha_{\text{max}}
\end{cases}
\] (13)

The model parameter data given in Table 1 refer to a Boeing B727 aircraft powered by three JT8D-17 turbofan engines [13].

3. Conventional design methods

Generally, the controller is in a form of proportional-integral-derivative (PID) parameters, and the control gains are determined by using classical control theory, such as the root locus method, Bode method or Nyquist stability criterion [14-16]. Modern control theory has been used extensively to design the flight control system, such as in the linear quadratic techniques [17,18], generalized singular linear quadratic technique [19], $H_{\infty}$ design technique and $\mu$ synthesis technique [20].

A. Optimal Control

The optimization of dynamic processes frequently requires the solution of an optimal control problem. That is, given a process model in terms of differential equations for the state variables, find the vector of control functions that minimizes some performance index, subject to boundary conditions and possibly additional equality or inequality constraints on the state and controls. Application of the necessary condition for optimal control of systems defined by ordinary differential equations results in a two-point boundary value problem. A suitable Method to solve such problems is the well-known Multiple Shooting Method [21]. The method reduces the boundary value problem to the solution of a set of algebraic equations and initial value problems with partially unknown initial conditions that are solve by Newton iteration. Based upon this method, this boundary value problem is solved numerically by the Multiple Shooting code BNDSCO [22]. The optimal trajectory problem consists of minimizing [2]

\[
J(u) = \int [(\delta_e - \delta_{e_{\text{ref}}})^2 + (H' - H)^2] dt
\] (14)

with boundary conditions are,
\[ V(0) = V_0, \]
\[ \gamma(0) = \gamma_0, \]
\[ q(0) = q_0 \]
\[ h(0) = h_0, \ h(t_f) = h_f \]
\[ X(0) = X_0, \]
\[ \theta(0) = \theta_0, \ \theta(t_f) = \theta_f \]

and the final time \( t_f \) is free.

The variational Hamiltonian is formed by adjoining the right-hand sides of the system of state differential Eqs. (1-6) with the costate variables

\[ H = (\delta_x - \delta_{\phi})^2 + (H^* - H)^2 + \]
\[ \lambda_v \left( \frac{g}{W} (T_b - D) - g \sin \gamma \right) + \lambda_\gamma \left( \frac{L}{W} - \cos \gamma \right) + \lambda_\eta \left( \frac{\bar{C}S C}{I_y} - \cos \gamma \right) \]

The costate variables are defined by differential equation

\[ \frac{d\lambda_v}{dt} = -\frac{\partial H}{\partial v}, \quad v = V, \gamma, q, h, x, \theta \]

\[ \lambda_v' = \lambda_v \left[ \frac{g}{W} (D_v) \right] + \lambda_\gamma \left( \frac{L}{W} - \cos \gamma \right) - \lambda_\eta \frac{\bar{C}S C_{m}}{I_y} - \lambda_\theta \sin \gamma - \lambda_x \cos \gamma \]

\[ \lambda_\gamma' = \lambda_\gamma g \cos \gamma - \lambda_\gamma \frac{g \sin \gamma}{V} - \lambda_\theta V \cos \gamma + \lambda_x V \sin \gamma \]

\[ \lambda_\eta' = -\lambda_\eta \frac{\bar{C}S C_{m}}{I_y} - \lambda_\theta \]

\[ \lambda_\theta' = 2(H^* - H) \]

\[ \lambda_x' = 0 \]

\[ \lambda_\theta' = 0 \]

Solving these equations with the appropriate boundary conditions is a two-point boundary-value problem (TPBVP). Generally, at the initial point, all six states are specified and the costates are free; whereas, at the final time, the \( H, \theta \) is fix and the remaining four states are free. Thus, at the final time all costates are free. The free final time \( t_f \) can be considered as an additional variable of the problem and, by the standard transformation

\[ t = t_f \xi \]
The equations are transformed into a system with the independent variable $\xi$ ranging in the interval $0 \leq \xi \leq 1$. Further, the additional trivial differential equation

$$\frac{d}{d\xi} t_f = 0$$

is added to the system. At the final time, the transversality condition requires that

$$H(t_f) = 0$$

The optimal control function is obtained by means of the minimum principle. With respect to the elevator, we find the relation

$$\delta_e = \delta_{e_0} - \frac{q \text{CSC} m_{i_e}}{2l_y}$$

Result of optimal trajectory for the selected B-727 is presented in Fig (3) through (8). The costate variable $\lambda_q$, which is responsible for the determination of the external controller, is shown in Fig.8.

B. Pole Placement Method

An alternative and very powerful method for designing feedback gains for autostabilization systems is the pole placement method. The method is based on the manipulation of the equations of motion in state space form and makes full use of the appropriate computational tools in the analytical process. Practical application of the method to airplanes is limited since it assumes that all state variables are available for use in an augmentation system, which is not usually the case. The open loop state equation may then be written

$$\dot{X} = AX + BU & Y = CX$$

$$A = \begin{bmatrix} -0.04436 & 29.988 & 0 & -32.1629 & 0 \\ -0.001458 & -0.53075 & 1 & 0.007357 & 0 \\ 0 & -0.4914 & -0.431 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & -210 & 0 & 210 & 0 \end{bmatrix} & B = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}$$

To track the target successfully, the closed-loop tracking system must be fast enough. To improve the flying qualities of this airplane more short-period damping is needed. A short period mode damping ratio of 0.7 was chosen to have gives a good margin of stability. Therefore, the pole placement method is employed to give the augmented aircraft the following closed loop characteristic polynomial

$$\Delta_{aug}(s) = (s + 0.00019)(s^2 + 11.2s + 64)(s^2 + 0.12s + 0.0684).$$

The feedback gain matrix required to give the augmented aircraft the characteristic polynomial was determined

$$K = \begin{bmatrix} 0.1411 & -85.6292 & -17.6339 & -14.6896 & -0.0004 \end{bmatrix}$$
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4. Intelligent control techniques

Intelligent control achieves automation via the emulation of biological intelligence. It either seeks to replace a human who performs a control task or it borrows ideas from how biological systems solve problems and applies them to the solution of control problems. In this section we will provide an overview of several techniques used for intelligent control and discuss challenging industrial application domains where these methods may provide particularly useful solutions. The objective here is not to provide a comprehensive treatment. We only seek to present the basic ideas to give a favor of the approaches.

A. Neural Net-based Control Design

Artificial neural networks are circuits, computer algorithms, or mathematical representations loosely inspired by the massively connected set of neurons that form biological neural networks. The success of neural networks is mainly attributed to their unique features:

1. Parallel structures with distributed storage and processing of massive amounts of information.
2. Learning ability made possible by adjusting the network interconnection weights and biases based on certain learning algorithms.

The neural flight control architecture is based upon the augmented model inversion controller, developed by Rysdyk and Calise [23]. The NN adaptation rule results from nonlinear stability analysis, which ensures that the error signals and network weights are bounded. One of the common methods for controlling nonlinear dynamical systems is based on approximate feedback linearization [24]. The form that is employed in each control channel depends on the relative degree of the controlled variable. To simplify our discussion, we assume that the system has full relative degree, where each controlled variable (element of the state vector $x$) has a relative degree of two

$$\dot{x} = f(x, \dot{x}, \delta)$$  \hspace{1cm} (29)

In the case of aircraft, typically $x, \delta \in \mathbb{R}$, where the element of $x$ correspond to the pitch attitude angle. A variant of this form arises in which angular rate is controlled. Here, the equation of motion for that degree of freedom is expressed in first order form [25]. A pseudo-control $v$ is defined such that the dynamic relation between it and the system state is linear

$$v = f(x, \dot{x}, \delta)$$  \hspace{1cm} (30)

Ideally, the actual controls $\delta$ are obtained by inverting Eq. (30). The total pseudo control signal is constructed of three components

$$v = v_{rm} + v_{pd} - v_{ad}$$  \hspace{1cm} (31)

where $v_{rm}$ the pseudo-control component is generated by the reference model, $v_{pd}$ is the output of the linear compensator, and $v_{ad}$ is generated by the adaptive element introduced to compensate for the model inversion error. The linear compensator is designed so that the error dynamics are stabilized. This is most often achieved using standard proportional-derivative (PD) controllers, although additional integral action can be incorporated to improve steady state performance. For the second order system, PD compensation is expressed by
\[ v_{pd} = \begin{bmatrix} K_p & K_D \end{bmatrix} e \]  

(32)

The compensator gain matrices \( K_p, K_D \in \mathbb{R} \) are chosen so that the tracking error dynamics given by

\[ \dot{e} = A e + B[v_{ad} - \Delta] \]  

(33)

\[ A = \begin{bmatrix} 0 & I \\ -K_p & -K_D \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ I \end{bmatrix} \]  

(34)

are stable, i.e., the eigenvalues of \( A \) are prescribed. It is evident from Eq. (33) that the role of the adaptive component \( v_{ad} \) is to cancel \( \Delta \). The adaptive signal is chosen to be the output of a single hidden layer [26].

\[ v_{ad} = W^T \sigma(V^T \bar{x}) \]  

(35)

where \( V \) and \( W \) are the input and output weighting matrices, respectively, and \( \sigma \) is a sigmoid activation function. Although ideal weighting matrices are unknown and usually cannot be computed, they can be adapted in real time using the following NN weights training rules [27]:

\[ \dot{W} = -\left[ (\sigma - \sigma' V^T \bar{x}) e^T P B + \kappa \| e \| W \right] \Gamma_W \]  

(36)

\[ \dot{V} = -\Gamma_V \left[ \bar{x} e^T P B W^T + \kappa \| e \| V \right] \]  

(37)

where \( \Gamma_W, \Gamma_V \) and \( \Gamma_W, \Gamma_V \) are the positive definite learning rate matrices, and \( \kappa \) is the e-modification parameter. Here, \( P \) is a positive definite solution of the Lyapunov equation \( A^T P + PA + Q = 0 \) for any positive definite \( Q \).

B. Fuzzy Logic-Based Control Design

The existing applications of fuzzy control range from micro-controller based systems in home applications to advanced flight control systems. The main advantages of using fuzzy are as follows:

1. It is implemented based on human operator’s expertise which does not lend itself to being easily expressed in conventional proportional integral-derivative parameters of differential equations, but rather in action rules.

2. For an ill-conditioned or complex plant model, fuzzy control offers ways to implement simple but robust solutions that cover a wide range of system parameters and, to some extent, can cope with major disturbances.

The aircraft landing procedures admit a linguistic describing. This is practiced, for example, in case of guiding for landing in non-visibility conditions or in piloting learning. This approach permits to build a model for landing control based on the reasoning rules using the fuzzy logic. The process requires the control of the following parameters: the current altitude to runway surface \( (H) \), the aircraft’s vertical speed and aircraft flight speed. The goal of the control is formulated as follow: the aircraft should touch the runway \( (H \) becomes 0) at the conventional point of landing with admitted vertical touch speed and the recommended
landing speed. The input of FLC normally includes the error between the state variable and its set point, \( e = x_d - x \) and the first derivative of the error, \( \dot{e} \). A typical form of the linguistic rules is represented as

\[
\text{Rule i Th: If } e \text{ is } A_i \text{ and } \dot{e} \text{ is } B_i \text{ then } u^* \text{ is } C_i
\]

Where \( A_i, B_i, \) and \( C_i \) are the fuzzy sets for the error, the error rate, and the controller output at rule \( i \), respectively, and \( u^* \) is the controller output.

The resulting rule base of FLC is shown in Table 2. The abbreviations representing the fuzzy sets \( N, Z, P, S, \) and \( B \) in linguistic form stand for negative, zero, positive, small, and big, respectively, for example negative big (NB). Five fuzzy sets in triangular membership functions are used for FLC input variables, \( e \) and \( \dot{e} \), and FLC output, \( u^* \). For the fuzzy inference or rule firing, Mamdani-type min-max composition is employed. In the defuzzification stage, by adopting the method of center of gravity, the deterministic control \( u \) is obtained. The membership functions have been designed for input and output diagram using the trapezoidal shapes, as shown in Figures 1, 2. The fuzzy control system design with a simple longitudinal aircraft model given by Eqs. (1-6).

**Advantages over Conventional Designs**

1. Fuzzy guidance and control provides a new design paradigm such that a control mechanism based on expertise can be designed for complex, ill-defined flight dynamics without knowledge of quantitative data regarding the input-output relations, which are required by conventional approaches. A fuzzy logic control scheme can produce a higher degree of automation and offers ways to implement simple but robust solutions that cover a wide range of aerodynamic parameters and can cope with major external disturbances.

2. Artificial Neural networks constitute a promising new generation of information processing systems that demonstrate the ability to learn, recall, and generalize from training patterns or data. This specific feature offers the advantage of performance improvement for ill-defined flight dynamics through learning by means of parallel and distributed processing. Rapid adaptation to environment change makes them appropriate for guidance and control systems because they can cope with aerodynamic changes during flight.

**5. Simulation results and discussion**

Simulations are performed at sea level, airspeed of 210 ft/s, corresponding to the flare maneuver configuration of the Boeing 727. The simulation results are presented in Figs 3 to 8. Figure 3, which depicts the flight speed variation, demonstrates that the engines can regulate slight speed until that is compromised for attitude rate control. Time histories of the controls are shown in Fig. 4. The time response of pitch angle is shown in Fig. 5. A comparison between the commanded altitude profile and the actual aircraft response is presented in Fig. 6, it shows that the difference between the actual and desired trajectory (the fuzzy logic, neural net-based adaptive and optimal controls) is kept less than about 6ft. This figure, so shows that the sink rate (the rate of descent) is reduced to less than 1.0 ft/sec, which is small enough to achieve a smooth landing. The fuzzy logic, neural net-based adaptive and optimal control approaches do the flare maneuver well, while the Pole Placement Method has substantially large error. Neural network adaptation signal \( v_{ad} \) for compensate inversion error is presented in Fig. 7. Summarizing the results presented so far, the nonlinear controller performance for this maneuver has been found very good.
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Fig. 1. Altitude Membership Functions

Fig. 2. Force Membership Functions
Fig. 3. Time response of the airspeed

Fig. 4. Time response of the elevator
Fig. 5. Time response of the pitch angle

Fig. 6. Desired and actual flare trajectories
Fig. 7. NN adaptation signal $\nu_{ad}$

Fig. 8. Time response of the $\lambda_q$
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6. Conclusions

It has been the general focus of this paper to summarize the basic knowledge about intelligent control structures for the development of control systems. For completeness, conventional, adaptive neural net-based, fuzzy logic-based, control techniques have been briefly summarized. Our particular goal was to demonstrate the potential intelligent control systems for high precision maneuvers required by aircraft landing. The proposed model reveals the functional aspect for realistic simulation data. The method does not require the existing controller to be designed based on a linear model.

<table>
<thead>
<tr>
<th>α_{max} = 17.2</th>
<th>α_0 = 12deg</th>
</tr>
</thead>
<tbody>
<tr>
<td>g = 32.2 ft^2</td>
<td>I_y = 3 \times 10^6</td>
</tr>
<tr>
<td>C_0 = 0.7125</td>
<td>B_0 = 0.1552</td>
</tr>
<tr>
<td>B_1 = 0.12369 rad^{-1}</td>
<td>S = 0.156 \times 10^4 ft^2</td>
</tr>
<tr>
<td>B_2 = 2.4203 rad^{-2}</td>
<td>W = 150000 lb</td>
</tr>
<tr>
<td>C_2 = -9.0277 rad^{-2}</td>
<td>C_1 = 6.0877 rad^{-1}</td>
</tr>
</tbody>
</table>

Table 1. Model parameter data B-727

<table>
<thead>
<tr>
<th>Fuzzy set, e</th>
<th>NB</th>
<th>NS</th>
<th>Z</th>
<th>PS</th>
<th>PB</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>PB</td>
<td>PB</td>
<td>PS</td>
<td>PS</td>
<td>NS</td>
</tr>
<tr>
<td>NS</td>
<td>PB</td>
<td>PS</td>
<td>PS</td>
<td>NS</td>
<td>NB</td>
</tr>
<tr>
<td>Z</td>
<td>PB</td>
<td>PS</td>
<td>Z</td>
<td>NS</td>
<td>NB</td>
</tr>
<tr>
<td>PS</td>
<td>PB</td>
<td>NS</td>
<td>NS</td>
<td>NB</td>
<td>NB</td>
</tr>
<tr>
<td>PB</td>
<td>PS</td>
<td>NS</td>
<td>NS</td>
<td>NB</td>
<td>NB</td>
</tr>
</tbody>
</table>

Table 2. Rule base for FLC
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