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1. Introduction

In recent years, Fourier Transform (FT), as an effective signal processing technology, is more and more popularly applied to wireless communications. By the FT technologies, it can not only reduce the implementation complexity of traditional transmission systems, but also bring in some new features, thus constructing new transmission systems. The current mainstream transmission schemes utilizing DFT technologies include Orthogonal Frequency-Division Multiplexing (OFDM) [1], Discrete Fourier Transform Spread Orthogonal Frequency Division Multiplexing (DFT-S-OFDM) [2] and Filter bank modulation [3]. For OFDM systems, by an IDFT at the transmitter, the whole frequency-selective wideband channel is divided into several flat narrow band sub-channels, which is benefit to overcome the effects of multi-path in wireless channels. For DFT-S-OFDM system, the uplink transmission scheme for 3GPP-Long Term Evolution (3GPP-LTE) standard, besides the IDFT served the same function as in the OFDM systems, additional DFT processing is performed to the transmitted constellation symbols before OFDM modulation. In this way, the whole modulation method can be viewed as a DFT-based interpolation processing, and the modulated signals can be regarded as single carrier signals with low Peak-to-Average Power Ratio (PAPR) property. For filter-bank systems, the FT can be used both to reduce implementation complexity and to construct the cyclic prefix (CP) based block transmission scheme, which has merits of both the filter-bank systems with robustness against to multiple access interference (MAI) and the CP based block transmission systems with simple frequency equalization.

The chapter is organized as follows. Firstly, the implementation structure of OFDM transmitter, time-frequency description of OFDM signals, and effects of timing- and frequency-offset and channel multi-path are discussed detailed. Then, we present DFT-S-OFDM system model, describe time-frequency property of DFT-S-OFDM signals, analyze the effects of carrier frequency-offset (CFO) quantitatively and compare the SIR and PAPR performances with that of OFDM systems. Next, a DFT spread Generalized Multi-Carrier (DFT-S-GMC) system is presented. The time-frequency properties of DFT-S-GMC signal, the DFT-based implementation method and the receive SINR are addressed. Finally, conclusions are collected.
2. OFDM transmission systems

OFDM plays a significant role in modern broadband communication systems. The wireline high-speed access technology, i.e., Asymmetric Digital Subscriber Line (ADSL), was the first widely used application for the FT-based OFDM system. Several other wireless standards, such as the IEEE 802.11a Wireless Local Area Network (WLAN) and IEEE 802.16 (WiMAX) series, have adopted OFDM as a key transmission technology. IEEE 802.20 working group on mobile broadband wireless access uses OFDM as the wireless high speed transmission technology. In the area of cellular mobile communications, OFDM was also adopted as a basic downlink transmission scheme of 3GPP-Long-Term Evolution (3GPP-LTE) standard and the incoming 3GPP-LTE-Advanced standard [6]. OFDM is also widely applied in the areas of audio and video broadcasting. Digital Audio Broadcasting (DAB), initiated as a European research project in 1980s, adopts coded OFDM as the transmission technology. DVB-T based on OFDM in an 8 MHz channel is now a popular technology for terrestrial video broadcast in the world. An additional new application area of OFDM is in Ultra-Wideband (UWB) personal area networks [4].

2.1 OFDM system model

Figure 1 illustrates the principle structure of OFDM transmitter. Assume that the user-specific $K$ data symbols are $\{a_k\}, 0 \leq k \leq K - 1$. After the OFDM modulation, the transmit signals can be expressed as

$$ s_n = \frac{1}{\sqrt{N}} \sum_{k=0}^{K-1} a_k \exp\left(\frac{j2\pi n(k + k_0)}{N}\right), $$

where $N_g$ is the CP length. To simplify the system model, the localized sub-carrier mapping is applied, i.e.,

$$ b_{k'} = \begin{cases} a_k, & k' = k + k_0 \\ 0, & \text{otherwise} \end{cases}, \quad k' = 0, \ldots, N - 1, \quad k_0 \text{ is the user-specific sub-carrier allocation offset.} $$

![Fig. 1. OFDM transmitter](www.intechopen.com)
2.2 Time-frequency properties of OFDM signal

2.2.1 Time-frequency description of OFDM signal

Fig. 2 describes the time-frequency property of OFDM signal. According to the implementation principle, OFDM is a block-based transmission scheme. As a result, each OFDM symbol has a rectangle waveform in time-domain. The rectangle waveform can be expressed as

\[
p(t) = \begin{cases} 
1, & |t| < T/2 \\
0, & \text{otherwise} 
\end{cases}
\]  

By the properties of the Fourier transform, the spectrum of each sub-carrier has a sinc-function shape in frequency-domain. Namely, the Fourier transform of \( p(t) \) is \( P(f) = \text{sinc}(\pi Tf) / \pi f \). As it is shown, the spectrum function \( P(f) \) has following properties

\[
P(f) = \begin{cases} 
1, & f = 0 \\
0, & f = n/T, (n = \pm 1, 2, \ldots) 
\end{cases}
\]

Equation (3) shows that \( P(f), P(f - \Delta f), \ldots, P(f - n\Delta f) \) are orthogonal to each other, and \( \Delta f = 1/T \). This means although the spectrum of sub-carriers are overlapped each other, the orthogonality among each sub-carriers can be maintained when the sub-carrier spacing is set to be \( \Delta f \).

Fig. 2. The time-frequency property of OFDM signal

2.2.2 Cyclic prefix and frequency-domain equalization

When the transmitted signal in time domain is \( s_n \) and the discrete Channel Impulse Response (CIR) is \( \{h_i\}_{i=0}^{K-1} \), the received signal can be given as

\[
r_n = \sum_{i=0}^{K-1} h_i s_{n-i} + w_n
\]

where \( w_n \) is the Additive White Gaussian Noise (AWGN).

According to the DFT theory, the frequency-domain multiplication is equivalent to the time-domain circular-convolution. When the signal \( \tilde{s}_n, \tilde{s}_n = s_n, n = 0, \ldots, N-1 \), is passed through
the channel, only linear-convolution with the CIR occurs. To mimic circular-convolution, we can copy a partial of samples in the tail of \( s_n \), and pad to the head of \( s_n \) to construct a CP. Usually the length of CP is kept greater or at least equal to the length of the channel delay spread, i.e., \( L \). Consequently, by performing DFT to the time-domain signal \( r_n \), we can get the frequency-domain received signal in the \( k \)-th sub-carrier

\[
R_k = b_k H_k + W_k, k = 0, \ldots, N-1
\]  

where \( H_k \) is channel frequency response and \( H_k = \sum_{l=0}^{L-1} h_l e^{j2\pi k l / N} \). \( W_k \) is the AWGN in frequency domain. \( b_k \) is the transmitted modulated symbol in the \( k \)-th sub-carrier as described in Equation (1).

To recover the transmitted symbol, we can apply single-point frequency-domain equalization to each sub-carrier. For example, using ZF equalization, the desired signal can be denoted as

\[
\hat{b}_k = \frac{R_k}{H_k}, k = 0, \ldots, N-1
\]  

### 2.2.3 Effects of time and frequency offset on demodulated signal

#### a. Effect of timing offset

Symbol timing is one of the key factors in OFDM synchronization, which decides the accurate selection of FFT window starting position for OFDM demodulation. As shown in Fig. 3, the ideal synchronization position of symbol timing is the first sample of the transmitted signal removing the CP. If the FFT window is opened at the permitted zone, the received signal will produce no Inter-Symbol Interference (ISI), only inducing the common phase rotation on demodulated symbols. While the initial location is selected outside the permitted area, it inevitably will produce the ISI, thus resulting in the Inter-sub-carrier Interference (ICI).

Assuming over the AWGN channel, if the symbol timing position is captured in the permitted zone, then the output demodulation signal on the \( k' \)-th sub-carrier of the \( m \)-th OFDM symbol is expressed as

\[
\hat{a}_{m,k'} = a_{m,k'} \exp\left(-j2\pi\xi k' / N\right), k' = 0, \ldots, N-1
\]  

where \( \xi \) is the timing offset. However, if the symbol timing position is outside the permitted zone, for example delay \( \xi \) samples, then the output demodulation signal on the \( k' \)-th sub-carrier of the \( m \)-th OFDM symbol can be denoted as

\[
\hat{a}_{m,k'} = \frac{N-\xi}{N} a_{m,k'} \exp\left(j2\pi\xi k' / N\right)
\]

\[
+ \frac{1}{N} \sum_{n=0}^{N-1} \sum_{k=0,k\neq k'} a_{m,k} \exp\left(j2\pi n + \xi k' / N\right)
\]

\[
+ \frac{1}{N} \sum_{n=-N-\xi}^{N-1} \sum_{k=0}^{K-1} a_{m+1,k} \exp\left(j2\pi (n - N - N_{\xi} + \xi) k / N\right) \exp\left(-j2\pi nk' / N\right)
\]
where the second item on the right side is for ICI, and the third part is for ISI. As shown in Fig. 4, the constellations of the demodulated signals are divergent besides the phase rotation.

![Fig. 3. OFDM symbol timing](image)

**Fig. 3. OFDM symbol timing**

![Fig. 4. The constellation of demodulated signal with timing offset](image)

**Fig. 4. The constellation of demodulated signal with timing offset**

b. Effect of carrier frequency offset

In OFDM system, the existed CFO will lead to frequency shift of the received signal. If the offset of the sub-carrier frequency is integral multiple of sub-carrier spacing, the orthogonality among sub-carriers is still maintained, just with a shift relative to the sub-carrier for the data symbols. However, if the frequency offset is a fractional sub-carrier spacing, the ICI will be introduced. For OFDM systems composed of a large number of sub-carriers, sub-carrier bandwidth is relatively much smaller compared with the channel.
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bandwidth. Therefore, the small amount of frequency offset will result in substantial BER performance degradation. Assuming the normalized fractional CFO is \( \varepsilon \), and then the demodulated signal can be expressed as

\[
a_{k'} = \alpha a_k \exp \left( j \pi \varepsilon (N - 1) / N \right) + \sum_{n=0}^{N-1} \sum_{k=0}^{K} a_k \exp \left( j 2 \pi n (k - k' + \varepsilon) / N \right)
\]

where \( \alpha \) is the attenuation experienced by all sub-carriers, and

\[
\alpha = \frac{sinc(\varepsilon)}{sinc(\varepsilon / N)}
\]

The second part on the right side of Equation (9) is an ICI item. Fig. 5 shows the demodulated signal constellation under the AWGN channel with \( \varepsilon = 0.05 \). As shown in the figure, the CFO on one hand results in the whole constellation phase rotation, and on the other hand, due to the impact of ICI, a divergent phenomenon is generated among constellation points.

![Fig. 5. The constellation of demodulated signal with CFO = 0.05](image)

**2.3 Performances analysis and numerical results**

a. SIR effects caused by the carrier frequency-offset

According to Equation (9), the SIR of \( k' \)-th sub-carrier is given as

\[
SIR_{k'}^{(0)} = \frac{|\alpha|^2}{E[|ICI_{k'}|^2]}
\]
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where $ICI_{k'}$ is the inter-sub-carrier interference on the $k'$-th sub-carrier, and its variance can be expressed as[15]

$$E[ICl_{k'}^2] = \sum_{k'=0}^{K-1} \left( \frac{\sin c(k-k'+\varepsilon)}{\sin c((k-k'+\varepsilon)/N)} \right)^2$$

(b. Uncoded BER Performance of OFDM)

In order to evaluate the error probability, without loss of generality, we focus on the signal received on the first sub-carrier. Moreover, let us now consider the QPSK modulation. By the conditional SINR, the approximate BER becomes [14]

$$BER \approx \frac{1}{2} Q\left( \frac{1}{2} \left(1 - \frac{\sin^2 \frac{\pi \varepsilon}{M}}{M^2 \sin^2 \frac{\pi \varepsilon}{M}} + \frac{1}{\text{SNR}} \right) \right) + \frac{1}{2} Q\left( \frac{1}{2} \left(1 - \frac{\sin^2 \frac{\pi \varepsilon}{M}}{M^2 \sin^2 \frac{\pi \varepsilon}{M}} + \frac{1}{\text{SNR}} \right) \right)$$

where $M$ is the modulation order, and $\text{SNR}$ is the average received signal to noise ratio. Fig. 6 shows simulation results of the impacts of the CFO on the BER performance of OFDM system with QPSK modulation over the AWGN channel.

![Fig. 6. BER of OFDM system with QPSK modulation under the impacts of the CFO over the AWGN channel](www.intechopen.com)
3. DFT-S-OFDM transmission systems

In order to meet the emerged new requirements, many powerful and implementation-efficient transmission schemes have been proposed for the standardization of the latest and future communication systems. For the downlink transmission, the OFDM scheme has been widely accepted due to its high spectral efficiency and flexible resource allocation. For the uplink transmission, however, the power efficiency is particularly critical for mobile terminals with the restriction on the transmission power and power consumption. Therefore, the PAPR performance becomes one of the most important criterions in selecting the transmission scheme for the uplink. From this point of view, the single-carrier based frequency division multiple access (SC-FDMA) scheme is favoured by future wideband wireless communications. In fact, one kind of SC-FDMA schemes, i.e., DFT-S-OFDM, is accepted as the uplink basic transmission scheme by the 3GPP-LTE standard and incoming 3GPP-LTE-Advanced standard [5][6]. In order to reduce the PAPR, the DFT-S-OFDM scheme utilizes the DFT spreading processing on the transmitted constellation symbols before OFDM modulation. By this way, the modulation method can be view as a DFT-based interpolation processing, and the modulated signals can be regarded as single carrier signals.

3.1 DFT-S-OFDM system model

The structure of DFT-S-OFDM transmitter is shown in Fig. 7. Assume the user-specific \( K \) data symbols are \( \{a_m\}, 0 \leq m \leq K - 1 \). After the DFT based spreading, the output signals can be expressed as

\[
x_k = \frac{1}{\sqrt{K}} \sum_{m=0}^{K-1} a_m \exp(-j2\pi mk/K), \quad 0 \leq k \leq K - 1
\]

(14)

Then according to the localized allocation pattern, the signal is converted into a time-domain signal by \( N \)-point IDFT processing. \( N \) is greater than \( K \). After the CP padding, the time-domain signal, i.e., the SC-FDMA symbol, can be written as

\[
s_n = \frac{1}{\sqrt{N}} \sum_{k=0}^{K-1} x_k \exp(j2\pi n(k_0 + k)/N), \quad n = -N_g, \ldots, -1, 0, 1, \ldots, N - 1
\]

(15)

where \( k_0 \) is the user-specific sub-carrier offset and \( N_g \) is the CP length.

![Fig. 7. DFT-S-OFDM transmitter](www.intechopen.com)
3.2 Time-frequency properties of DFT-S-OFDM signals

a. Time-frequency description of DFT-S-OFDM signal

Figure 8 describes the time-frequency property of DFT-S-OFDM signal. For DFT-S-OFDM signals, the time-domain waveform can be viewed as a DFT-based interpolation of transmitted constellation symbols. Therefore, the energy distribution within one DFT-S-OFDM symbol keeps the same transmission order of the constellation symbols in the time-domain. In the frequency-domain, due to the DFT based spread spectrum processing, the spectrum of each transmitted constellation symbol is distributed on all occupied sub-carriers, i.e., each sub-carrier contains only a part of spectrum component of the transmitted constellation symbol, which is substantially different from OFDM signals.

![Fig. 8. The time-frequency property of DFT-S-OFDM signal](image)

b. Effects of time and frequency offset on demodulated signal

DFT-S-OFDM systems are subjected to the CFO and TO as well. Although the DFT-S-OFDM scheme is based on the OFDM technology, the effects of CFO on two systems are very different, because the DFT-S-OFDM systems can be viewed as transmitting symbols in the time-domain, whereas the OFDM systems are usually regarded as transmitting symbols in the frequency domain.

1. Effect of time offset

First, if the timing point is allocated inside the permitted zone, similar as the analysis for OFDM system, the received signal in the frequency domain for DFT-S-OFDM can be denoted as

$$\hat{x}_k = x_i \exp(-j2\pi \xi k / N), \quad k = 0,1,\ldots,K-1$$

(16)

While after the K-point IDFT despreading, then the demodulated symbol can be given as

$$\hat{a}_m' = \frac{1}{\sqrt{K}} \sum_{k=0}^{K-1} \hat{x}_k \exp(j2\pi m' k / K), \quad m' = 0,1,\ldots,K-1$$

(17)

From the above expression, we can see that although the timing point is allocated inside the permitted zone, it not only induce the common phase rotation, but also brings the ICI on the
demodulated symbols, which is shown in Fig. 9. This character is different from OFDM system. Furthermore, if the timing point is outside the permitted zone, it will cause both the ISI and ICI, which is similar with OFDM.

Fig. 9. The constellation of demodulated signal with timing offset

2. Effect of CFO
Considering CFO effects, following CP removing, the received $N$ samples of SC-FDMA symbol for demodulation are

$$r_n = \frac{1}{\sqrt{N}} \sum_{k=0}^{K-1} H_{k+k_0} x_k \exp\left(j2\pi n \left(k_0 + k + \varepsilon\right)/N\right) + w_n, \quad n = 0, 1, \ldots, N-1$$  \hspace{1cm} (18)

where $w_n$ is the complex-valued AWGN on the $n$-th time-domain sample. $H_k$ is the channel frequency response (CFR) at the $k$-th sub-carrier, and $H_k = \sum_{i=0}^{L-1} h_i \cdot \exp\left(-j2\pi k r_i / N\right)$. By DFT and single sub-carrier equalization, the output is

$$y_{k'} = \frac{1}{N} \sum_{n=0}^{N-1} \sum_{k=0}^{K-1} W_{k+k_0} H_{k+k_0} x_k \exp\left(j2\pi n \left(k + k_0 + \varepsilon - k'\right)/N\right), \quad k' = 0, 1, \ldots, N-1$$  \hspace{1cm} (19)

where $x_k = \frac{1}{\sqrt{K}} \sum_{m=0}^{K-1} a_{m} \exp\left(-j2\pi mk / K\right), \quad 0 \leq k \leq K-1$.

Then, after the sub-carrier demapping, generally, the $K$ elements extracted from the $N$-sample output of DFT are processed by a $K$-point IDFT, and yields the estimated symbols
Because the energy of ICI inducing by CFO is distributed in all the sub-carriers, as shown in Fig.10, the CFO brings about not only the ICI and the linear phase rotation, but also the ISI and the attenuation on the demodulated symbols.

![Scatter plot](image-url)

**Fig. 10.** The constellation of demodulated signal with CFO = 0.05

### 3.3 Performances analysis and numerical results

a. SIR effects caused by the carrier frequency-offset

For DFT-S-OFDM systems with CFO and over a flat fading channel, the demodulated symbol can be given as [10]

$$
\hat{a}_{m'} = a_m \alpha_m \exp\left(j2\pi m' \varepsilon / K\right) + ISI_{m'} + ICI_{m'}
$$

where $\alpha_m$, $ISI_{m'}$, and $ICI_{m'}$ are the attenuation term, inter-symbol interference and inter-sub-carrier interference on the $m'$-th demodulated symbol respectively.

$$
\alpha_m = \frac{1}{K} \sum_{k=0}^{N-1} \sum_{k_0=0}^{K-1} \exp\left(-j2\pi(k - k' + k_0 + \varepsilon) m' / K\right)
\cdot \exp\left(j\pi(k - k' + k_0 + \varepsilon) (N - 1) / N\right) \frac{\sin c\left(k - k' + k_0 + \varepsilon\right)}{\sin c\left(k - k' + k_0 + \varepsilon\right) / N}
$$
The SIR of the \( m' \)-th demodulated symbol is

\[
SIR_{m'}^{(2)} = \frac{|a_{m'}|^2}{E \left[ |ISI_{m'} + ICI_{m'}|^2 \right]} 
\tag{25}
\]

![Graph showing SIR comparison between DFT-S-OFDM and OFDM system with CFO](image)

Fig. 11. SIR comparison between DFT-S-OFDM and OFDM system with CFO

As shown in the figure, except the first symbol, all other demodulated symbols of DFT-S-OFDM system have a much higher SIR than that of OFDM system under the same CFO condition.

b. Uncoded BER Performance of CFO Effect [16]

We first derive an exact closed-form BER expression for the DFT-S-OFDM system without channel coding. As we know, an arbitrary rectangular QAM can be viewed as two independent pulse amplitude modulation (PAM), i.e., \( l \)-ary and \( J \)-ary PAM’s, through two
quadrature branches. As a result, the average bit probability of the detected symbol $\tilde{a}_{m,j}$ in the presence of CFO can be obtained by averaging the bit error probabilities from [7]

$$P_m^j = \frac{1}{\log_2(l \cdot j)} \left( \sum_{k=1}^{\log_2 l} P_1(k) + \sum_{l=1}^{\log_2 j} P_1(l) \right)$$

(26)

where

$$P_1(k) = \frac{1}{l} \sum_{i=0}^{l^2-1} (-1)^i \left( \frac{2^{k-1}}{l} \left[ 2^{k-1} - \left\lfloor \frac{i \cdot 2^{k-1}}{2} + \frac{1}{2} \right\rfloor \right] \right)$$

(27)

$$\cdot \text{erfc} \left( \frac{2^{i+1}}{\sqrt{3 \log_2(l \cdot j) \text{SINR}_{m,j}^l}} \right)$$

$$\frac{(l^2+j^2-2)^{1/2}}{(l^2+j^2-2)^{1/2}}$$

where $M$ is the number of bits for the special modulated symbol, and $\text{SINR}_{m,j}^l$ denotes the SINR per modulated symbol, which can be obtained from the above subsection. In addition, erfc($) is the complementary error function, and $\lfloor x \rfloor$ denotes the largest integer to $x$. Similarly, the $P_1(l)$ can be denoted as the above. Note that for $l = 2$ and $j = 1$, equation (26) reduces to the BER of a BPSK signal.

Fig. 12. BER comparison of the CFO effect for uncoded DFT-S-OFDM systems

www.intechopen.com
Therefore, based on the derived SINR for the demodulated symbol in the above section, the closed-form BER expression in the presence of CFO for DFT-S-OFDM system can be given as

$$P_{\text{uncoded}}^{\text{DFT-S-OFDM}} = \frac{1}{Q} \sum_{j=0}^{N-1} \sum_{m=0}^{D-1} p_{j,m}'$$  \hspace{1cm} (28)

Then, using the average BER of the DFT-S-OFDM system, we can compute the effective SINR by the mapping function as shown in (29). For the individual modulation, such as BPSK, the effective SINR can be denoted as

$$\text{SINR}_{\text{eff}}^{\text{uncoded}} = [\text{erfc}^{-1}(P_{\text{uncoded}}^{\text{DFT-S-OFDM}})]^2$$  \hspace{1cm} (29)

As a result, the SNR degradation for DFT-S-OFDM system can be presented as

$$D_{\text{DFT-S-OFDM}} = 10 \log_{10} \frac{E_s}{\sigma^2 \cdot \text{SINR}_{\text{eff}}^{\text{uncoded}}}$$  \hspace{1cm} (30)

As can be seen from the figure, the theoretical result using the exact expression agrees well with the simulation results. This clearly shows that the exact expression for calculating the effective SINR in equation (29) can be used in order to assess the effect of the carrier frequency offset accurately.

c. Turbo coded BER Performance of CFO Effect

In this section, we will focus on the BER performance in the presence of CFO for the coded DFT-S-OFDM system. Due to the mathematical complexity of the iterative turbo decoding algorithm, the analytical derivation of the BER of turbo codes is not available. To simplify the analysis, the BER of coded system in AWGN channels can be approximated by an expression of the form [8]

$$p_{\text{Coded}}^{\text{DFT-S-OFDM}} = \exp(-\frac{\gamma}{\beta})$$  \hspace{1cm} (31)

where $\gamma$ is the received effective SINR. Parameters $\beta$ is mode-dependent, and can be obtained by fitting the curves to the exact simulated BER. As a result, the exponential effective SINR mapping (EESM) method is considered to incorporate the SINR of all the detected symbols. The formulation of the incorporated SINR can be expressed as [9]

$$\text{SINR}_{\text{eff}}^{\text{coded}} = -\beta \ln \left( \frac{1}{D} \sum_{j=0}^{N-1} \sum_{m=0}^{D-1} \exp \left\{ -\frac{\text{SINR}_{\text{ms}}'}{\beta} \right\} \right)$$  \hspace{1cm} (32)

Similar to (30), the SNR degradation can be also obtained.

Fig.13 shows the BER performance in DFT-S-OFDM systems for turbo coded modulation, where the QPSK modulation and 1/2 coding rate is assumed. In addition, the EESM method in (32) is used to incorporate the SINR of all the detected symbols, which is different in the presence of CFO, and $\beta$ is achieved through the simulation. As we can see from the figure, the BER mapping curve for CFO $\varepsilon = 0.01$ and $\varepsilon = 0.1$ is very close to that without CFO over the equivalent SINR.
Fourier Transform Based Transmission Systems for Broadband Wireless Communications

Post-processing SINR of DFT-S-OFDM [11]

For DFT-S-OFDM system, the transmit signal vector without CP can be given as

$$S = F_N^T T_{N,M}^m F_M^* D$$

(33)

where $T_{N,M}^m$ is the mapping matrix for sub-carrier assignment, $F_M$ is the M point FFT matrix and $F_N^H$ is the N point IFFT matrix, $D = [d_1 \cdots d_M]^T$ is the data vector.

Then, at the receiver, the vector of detection metric after FDE is then given as

$$\tilde{D} = F_M^H T_{N,M}^m H^H W (H T_{N,M}^m F_M^* D + Z)$$

$$= F_M^H \tilde{H}_{W,M}^N F_M^* D + F_M^H \tilde{H}_{W,M}^H Z_M$$

(34)

where $W = \text{diag} \{ \omega_1, \omega_2, \cdots, \omega_N \}$ is the frequency domain equalizer, and

$$\tilde{H}_{W,M}^m = \text{diag} \left\{ H_m, H_{m+1}^*, \cdots, H_{m+M-1}^* \right\}$$

(35)

$$\tilde{H}_{W,M}^H = \text{diag} \left\{ H_m^*, H_{m+1}^*, \cdots, H_{m+M-1}^* \right\}$$

(36)

Hence, the SINR for DFT-S-OFDM with FDE is given as
\[
SINR = \frac{\frac{1}{M} \sum_{k=1}^{M-1} |H_{m+k}|^2 \omega_{m+k}}{\frac{1}{M} \sum_{k=1}^{M-1} |H_{m+k}|^2 \sigma^2 + \frac{1}{M} \sum_{k=1}^{M-1} |H_{m+k}|^4 \omega_{m+k}^2 - \left(\frac{1}{M} \sum_{k=1}^{M-1} |H_{m+k}|^2 \omega_{m+k}\right)^2} \tag{37}
\]

Furthermore, for ZF and MMES equalizer, the SINR expression can be simplified respectively as

\[
SINR = \left[\frac{1}{M} \sum_{k=0}^{M-1} \frac{\sigma^2}{|H_{m+k}|^2}\right]^{-1} \tag{38}
\]

and

\[
SINR = \left[\frac{1}{M} \sum_{k=0}^{M-1} \frac{|H_{m+k}|^2}{|H_{m+k}|^2 + \sigma^2}\right]^{-1} \tag{39}
\]

4. DFT-S-GMC transmission systems

4.1 DFT-S-GMC system model

Fig. 14. DFT-S-GMC transmitter

The structure of the DFT-S-GMC transmitter is illustrated in Fig. 14 [12]. Assume that the input parallel modulated constellation symbol sequence is \(\{a_d(k)\}, \ 0 \leq k \leq K - 1\) and \(0 \leq d \leq D - 1\). Note that \(K\) is the number of the user-specific occupied sub-bands, and \(D\) is the number of inverse filter-bank transform (IFBT) symbols transmitted during each DFT-S-GMC symbol.

The input data sequence is passed through K-point DFT for spectrum spreading, yields the output signal

\[
A_d(k') = \frac{1}{\sqrt{K}} \sum_{k=0}^{K-1} a_d(k) \exp(-j2\pi k' k / K), \ 0 \leq k' \leq K - 1 \tag{40}
\]

Then, the signals are sent to the sub-band mapping module, yields
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\[ b_d(m) = \begin{cases} 
A_d(k'), & m = k_0 + k'R, \\
0, & m \neq k_0 + k'R 
\end{cases}, \quad 0 \leq m \leq M - 1 \] (41)

where \( M \) is the total number of sub-bands, \( k_0 \) is the user-specific sub-band offset, \( R \) is the repetition factor. For DFT-S-GMC system, both distributed and localized mapping policy could be supported, which is corresponding to \( R \) greater than or equal to one respectively.

After sub-bands mapping, an IFBT is performed on the data sequence, yields the output signal, i.e., the IFBT symbol, as

\[ g_d(n) = \sum_{m=0}^{M-1} b_d(m) \exp(j2\pi mn / M)f_p(n), \]

\[ 0 \leq n \leq L - 1 \] (42)

where \( f_p(n) \) is the impulse response of the prototype filter for the filter bank, and can be set to a Square Root Raised Cosine (SRRC) function. The prototype filter is with a normalized energy, i.e. \( \sum_{n=0}^{L-1} |f_p(n)|^2 = 1 \) and a length \( L \) which is integer times of \( M \).

Then, each IFBT symbol is zero-padded to form a \( Q \)-sample data block

\[ \tilde{g}_d(n) = \begin{cases} 
g_d(n), & 0 \leq n \leq L - 1 \\
0, & L \leq n \leq Q - 1 
\end{cases} \] (43)

where \( Q = D \times N \).

Next, \( D \) consecutive \( Q \)-sample data blocks will be processed by buffering and cyclic-shift cumulating with shift interval \( N \), and the output can be described as

\[ s(n) = \sum_{d=0}^{D-1} \tilde{g}_d((n - dN))_Q, \quad 0 \leq n \leq Q - 1 \] (44)

where \( (\cdot)_Q \) denotes modulus operation.

4.2 Time-frequency properties of DFT-S-GMC signals

From equation (44), the DFT-S-GMC symbol is formed by cyclically accumulating several IFBT symbols in time domain, and each IFBT symbol has a SRRC waveform. Therefore, as shown in Fig. 15, the spectrum of each sub-band has a Raised Cosine function shape in frequency-domain. Moreover, the sub-band spacing is specially designed and differs from any conventional filter-bank systems in that a certain guard band is inserted between neighbouring sub-bands. By adding some guard band between the sub-bands, the near-orthogonality between neighbouring sub-bands is guaranteed, which further simplifies the detection algorithm greatly. Meanwhile, interferences among successive symbols for each sub-band could be easily mitigated in the receiver because of the shift orthogonality of prototype filter and the narrow-band single carrier transmission. Similar to DFT-S-OFDM systems, DFT-S-GMC systems also exploit DFT based spreading among sub-bands. Therefore, each sub-band contains only a part of spectrum component of transmitted constellation symbols, and transmitted signal over all occupied sub-bands can be viewed as single-carrier signal as a whole.
4.3 Frequency-domain implementation structure

a. The frequency-domain equivalent implementation of the DFT-S-GMC transmitter

As described in equation (44), it can be seen that transmitted symbols are multiplexed within each DFT-S-GMC symbol by both time and frequency dimensions. Taking Q-point FFT on the DFT-S-GMC modulation signal, the output signal can be expressed as

\[
S(q) = \frac{1}{\sqrt{Q}} \sum_{i=0}^{Q-1} \sum_{n=0}^{D-1} g_{(i-nN)}(n) \exp\left(-j\frac{2\pi q t}{Q}\right)
\]

Since

\[
\frac{1}{\sqrt{Q}} \sum_{i=0}^{Q-1} g_{(i-nN)}(n) \exp\left(-j\frac{2\pi q t}{Q}\right) = \frac{1}{\sqrt{Q}} \sum_{i=0}^{Q-1} g_i(n) \exp\left(-j\frac{2\pi q t}{Q}\right) \exp\left(-j\frac{2\pi q n}{D}\right)
\]

\[
\frac{1}{\sqrt{Q}} \sum_{i=0}^{Q-1} g_i(n) \exp\left(-j\frac{2\pi q t}{Q}\right) = \sum_{m=0}^{M-1} b_m(n) \frac{1}{\sqrt{Q}} \sum_{i=0}^{Q-1} f_p(t) \exp\left(j2\pi mt / M\right) \exp\left(-j\frac{2\pi q t}{Q}\right)
\]

\[
= \sum_{m=0}^{M-1} b_m(n) F_m(q)
\]

where

\[
F_m(q) = \frac{1}{\sqrt{Q}} \sum_{i=0}^{Q-1} f_p(t) \exp\left(j2\pi mt / M\right) \exp\left(-j\frac{2\pi q t}{Q}\right)
\]

, \quad 0 \leq q \leq Q-1; \quad 0 \leq m \leq M-1
In fact, \( F_m(q) \) is the frequency response of the prototype filter for \( m \)-th sub-band. Therefore, the DFT-S-GMC modulation signal can be expressed as

\[
s(t) = \frac{1}{\sqrt{Q}} \sum_{q=0}^{Q-1} S(q) \exp\left(j2\pi qt / Q\right) = \frac{1}{\sqrt{Q}} \sum_{q=0}^{Q-1} F_m(q) \sum_{m=0}^{M-1} b_m(n) \exp\left(-j2\pi qn / D\right) \exp\left(j2\pi qt / Q\right)
\]

\( (50) \)

From equation (50), the frequency-domain implementation structure of DFT-S-GMC transmitter can be given by Fig. 16.

![Fig. 16. Frequency-domain implementation structure of DFT-S-GMC transmitter](image)

b. The simplified frequency-domain equivalent implementation of the DFT-S-GMC transceiver

From equation (49), the frequency response of the prototype filter for each sub-band has the energy over all \( Q \) tones. However, in fact, the most energy of the frequency response is just over several tones. Therefore, by selecting a set of values with energy greater than a proportional of the total energy of \( F_m(q) \), \( F_m(q) \) can be simplified as

\[
\tilde{F}_m(q) = \begin{cases} 
F_m(q), & \text{if } \sum_{q=0}^{Q-1} |F_m(q)|^2 > \xi \sum_{q=0}^{Q-1} |F_m(q)|^2, \quad q \in \Omega \\
0, & \text{otherwise}
\end{cases}
\]

\( (51) \)

With proper designed prototype filter, the frequency response of the prototype filter for each sub-band can be simplified such that the number of total selected values for all sub-bands is equal to the number of total tones \( Q \). By this way, the signals for each sub-band can be even mapped to the tones directly and exclusively, and the simplified implementation structure is shown in Fig.17.

As shown in Fig. 17, by tone mapping, rather than summation processing, the implementation complexity of DFT-S-GMC transmitter can be significantly reduced, and the performance loss is very limited as illustrated by the following simulation results.
4.4 Performances analysis and numerical results

a. Post-processing SINR with frequency-domain equalization

At the receiver side, shown in Fig. 18, after removing the CP, and going through the Q-point SC-FDE, the output signal vector can be given as [13]

\[ \mathbf{r} = F^H_Q H^H \mathbf{WF}_Q \mathbf{a} + \mathbf{F}^H_Q H^H \mathbf{WF}_Q \mathbf{z} \]  

(52)

Then, the post-processing SINR can be given by

\[ \text{SINR} = \frac{E_s}{\sigma_n^2 + \sigma_{\text{ISI}}^2 + \sigma_{\text{ITSI}}^2} \]

\[ = \frac{1}{K} \sum_{k=0}^{K-1} \hat{H}_k^2 + \frac{1}{K} \sum_{k=0}^{K-1} \hat{H}_k^2 - \frac{1}{K} \sum_{k=0}^{K-1} \hat{H}_k^2 + \frac{1}{K} \sum_{d=1}^{D-1} \sum_{k=0}^{K-1} |H_{d,k}|^2 \]

(53)

where \( \sigma_n^2 \) is variance of AWGN on demodulated symbols. \( \sigma_{\text{ISI}}^2 \) is the variance of the inter-symbol-interference (ISI) within the \( d \)-th IFBT symbol, and can be expressed as

\[ \sigma_{\text{ISI}}^2 = \sum_{k=0}^{K-1} |h_k|^2 = \frac{1}{K} \sum_{k=0}^{K-1} |\hat{H}_k|^2 \]

\( \sigma_{\text{ITSI}}^2 \) is the variance of the inter-IFBT symbol interference (ITSI) on the demodulated symbols, and can be expressed as

\[ \sigma_{\text{ITSI}}^2 = \frac{1}{K} \sum_{d=1}^{D-1} \sum_{k=0}^{K-1} |H_{d,k}|^2 \].

Fig. 17. Simplified implementation structure of DFT-S-GMC transmitter

Fig. 18. DFT-S-GMC receiver
Both the theoretical and simulated post-processing SINR are shown in Fig. 19 for the DFT-S-GMC receiver with MMSE and ZF SC-FDE respectively. Over the same channel condition, with MMSE equalization, DFT-S-GMC receiver achieves higher SINR than that with ZF equalization in the low SNR range and with wider band transmission, due to the noise enhancement effects of ZF SC-FDE.

b. Performance of frequency-domain implemented DFT-S-GMC transceiver

<table>
<thead>
<tr>
<th>System Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency (GHz)</td>
<td>2</td>
</tr>
<tr>
<td>Carrier Bandwidth (MHz)</td>
<td>5</td>
</tr>
<tr>
<td>Sampling frequency (MHz)</td>
<td>5.6</td>
</tr>
<tr>
<td># of total sub-bands (M)</td>
<td>28</td>
</tr>
<tr>
<td># of useful sub-bands</td>
<td>24</td>
</tr>
<tr>
<td>Upsampling rate (N)</td>
<td>32</td>
</tr>
<tr>
<td># of IFBT symbols in each data block (D)</td>
<td>16</td>
</tr>
<tr>
<td>Sub-band BW (kHz)</td>
<td>200</td>
</tr>
<tr>
<td>Sub-band 3dB-BW (kHz)</td>
<td>175</td>
</tr>
<tr>
<td>Occupied BW (MHz)</td>
<td>4.8</td>
</tr>
<tr>
<td>FFT size for FDE (Q)</td>
<td>512</td>
</tr>
<tr>
<td>Prototype filter type</td>
<td>SRRC</td>
</tr>
<tr>
<td>Simulation parameters</td>
<td></td>
</tr>
<tr>
<td>Channel model</td>
<td>PB (3km/h)</td>
</tr>
<tr>
<td>Channel coding (coding rate)</td>
<td>Turbo (1/2)</td>
</tr>
<tr>
<td>Modulation</td>
<td>QPSK</td>
</tr>
<tr>
<td>Equalization</td>
<td>MMSE</td>
</tr>
<tr>
<td># of Tx/Rx antennas</td>
<td>1 / 1</td>
</tr>
</tbody>
</table>

Table 1. Simulation specification
The simulation specification is shown in Table 1. As shown in the Fig.20, the BER performance of frequency-domain implemented DFT-S-GMC transceiver is almost the same as that of time-domain implemented DFT-S-GMC transceiver.

Fig. 20. BER performance comparison of FD transceiver with TD transceiver

As presented in the Table 2, the CM performance of frequency-domain implemented DFT-S-GMC transmitter is very close to that of time-domain implemented DFT-S-GMC transmitter. Moreover, the CM of DFT-S-GMC is smaller 1.7 and 1.1dB than that of OFDM for QPSK and 16QAM modulation respectively.

<table>
<thead>
<tr>
<th>Used sub-carriers /sub-band(s)</th>
<th>Frequency-domain DFT-S-GMC</th>
<th>Time-domain DFT-S-GMC</th>
<th>OFDM</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 / 1</td>
<td>0.5 QPSK 1.5 16QAM</td>
<td>0.5 QPSK 1.5 16QAM</td>
<td>3.2 3.2</td>
</tr>
<tr>
<td>32 / 2</td>
<td>1.4 QPSK 2.0 16QAM</td>
<td>1.3 QPSK 2.0 16QAM</td>
<td>3.3 3.3</td>
</tr>
<tr>
<td>64 / 4</td>
<td>1.6 QPSK 2.2 16QAM</td>
<td>1.6 QPSK 2.2 16QAM</td>
<td>3.4 3.4</td>
</tr>
<tr>
<td>256 / 16</td>
<td>1.7 QPSK 2.3 16QAM</td>
<td>1.7 QPSK 2.3 16QAM</td>
<td>3.4 3.4</td>
</tr>
</tbody>
</table>

Table 2. Cubic Metric (dB) comparison of frequency- and time-domain implemented DFT-S-GMC system with OFDM system

<table>
<thead>
<tr>
<th># of used sub-band(s)</th>
<th>Computation complexity (# of real multiplications)</th>
<th>Percentage of reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TD transmitter/receiver</td>
<td>FD transmitter/receiver</td>
</tr>
<tr>
<td>28</td>
<td>18800/58688</td>
<td>15184/31008</td>
</tr>
<tr>
<td>1</td>
<td>18432/55404</td>
<td>9416/18868</td>
</tr>
</tbody>
</table>

Table 3. Complexity comparison of frequency- and time-domain implemented DFT-S-GMC transceiver
As shown in the Table 3, with frequency-domain implementation structure, the computation complexity of DFT-S-GMC transceiver with equalization can be reduced significantly, compared with that with time-domain implementation structure. For 28 and 1 sub-band(s) transmission, the computational complexity can be reduced about 47% to 66%.

5. Conclusion

In this chapter, the principle, implementation structure, time-frequency property of three Fourier Transform-based transmission systems, namely OFDM, DFT-S-OFDM and DFT-S-GMC, are presented for broadband wireless communications. For OFDM systems, the spectrum of each sub-carrier has a sinc-function shape, spectrums of all sub-carriers are independent each other which cause high PAPR of transmitted signal; For DFT-S-OFDM systems, each sub-carrier contains only a part of spectrum component of transmitted constellation symbols, and the time-domain waveform can be viewed as a DFT-based interpolation of transmitted constellation symbols, which bring in lower PAPR of transmitted signal; For DFT-S-GMC systems, each DFT-S-GMC symbol is formed by cyclically accumulating IFBT symbols with SRRC waveform in the time domain, hence, the spectrum of each sub-band has a Raised Cosine function shape, and due to DFT based spreading among sub-bands , the transmitted signal over all occupied sub-bands can be viewed as single-carrier signal as a whole. Moreover, the effects of time and frequency offset on OFDM and DFT-S-OFDM systems are analyzed quantitatively. Theoretical analysis and simulation results show that except the first symbol, all other demodulated symbols of DFT-S-OFDM system have a better SIR than that of OFDM system under the same CFO condition. Furthermore, the post-processing SINR of DFT-S-OFDM and DFT-S-GMC are addressed for different equalizer. The closed-from expressions of SINR are presented and verified by the simulation results.
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