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1. Introduction
In this chapter, two applications of Monte Carlo method in medicine are described. The first application is development of a Single Photon Emission Computed Tomography (SPECT), in which the intrinsic spatial and energy resolutions were estimated by simulating scintillation lights. The adequacy of the simulation was verified by comparisons of experimental results from a high-resolution SPECT. In addition, we proposed a method related to improving the spatial resolution relative to the conventional method, (the Anger method). The usefulness of the method and the performance were estimated by the simulation. The second application is an evaluation of a quantification technique for Positron Emission Tomography (PET). In cardiac PET using the isotope O-15, scatter events originating from outside the field of view (FOV), especially from the liver, influence the quantification of myocardial blood flow. We evaluated this influence by simulating trajectories of gamma rays. In section 1, we briefly describe Monte Carlo simulation tools in medicine and principle of PET/SPECT imaging. In sections 2 and 3, respectively, we describe applications to SPECT and PET.

1.1 Monte Carlo simulation in medicine
Monte Carlo simulation is widely used in development of medical equipments. In development of PET and SPECT, Monte Carlo simulation is a useful tool for understanding the trajectories of gamma rays emitted from radiopharmaceuticals. We employed a Monte Carlo simulation library, Geant4 (Allison J et al., 2006) written in C++. Geant4, a toolkit for the simulation of the passage of particles through matter, was developed by the Geant4 collaboration as a successor to Geant3. The application includes high energy physics, nuclear and accelerator physics. It is also used in medical and space science. GATE (Strul D et al., 2003) is another Monte Carlo software package developed by the international OpenGATE collaboration; it is dedicated to the numerical simulations in medical imaging, and it currently supports PET, SPECT and Computed Tomography (CT). GATE is designed as an user-friendly script of Geant4. Thus, interactions of particles with matters used in GATE are the equivalent of those in Geant4. The relation between GATE and Geant4 is similar to the relation between shell and kernel in Unix/Linux system. The use of GATE is authorized and widespread in PET/SPECT study; however, in this study we worked with Geant4 directly.
1.2 PET/SPECT

PET/SPECT helps elucidate pathologic conditions, and is used in both clinical and research contexts. The applications include oncology, neurology, cardiology and psychiatry. Both PET and SPECT modalities can take images of the distribution of pharmaceuticals labeled with radioisotopes by detecting emitted gamma rays. Thus, in contrast to CT and Magnetic Resonance Imaging (MRI), PET/SPECT provides not morphological images but rather functional images of the pharmaceuticals. Because of their shorter half-lives, it is more difficult to use PET isotopes [F-18 (110 min), O-15 (122 sec), C-11 (20 min), and N-13 (10 min)] than SPECT isotopes [Tl-201 (3 day), I-123 (13 h), and Tc99m (6 h)]. Due to their shorter half-lives, a facility that employs PET must have a cyclotron to produce PET isotopes. This requirement prevents a more rapid increase in clinical use of PET. Meanwhile, SPECT isotopes can be delivered by radiopharmaceutical supply companies. However, PET has better spatial resolution than SPECT as well as better sensitivity. In addition, PET is excellent for quantification. With PET, it is possible to obtain quantitative images with high accuracy, which is important for enhanced sensitivity and specificity in diagnosis. Quantitative images consist of a distribution of absolute values of cerebral and myocardial blood flow; Standard Uptake Value (SUV), an index used in cancer diagnosis; receptor occupancy rate; etc. Techniques of quantification have been under development, and the Monte Carlo method also has played an important role in the development.

The processes to create images in PET/SPECT are described briefly as follows, and shown in Fig. 1. In a PET system, detectors are arranged surrounding a subject. The radiopharmaceutical radiates a positron, and two annihilation gamma rays are emitted with back-to-back angular distribution. The detectors catch the two gamma rays simultaneously (coincidence counting). The line joining two detection points is called the Line of Response (LOR); the LOR tells us the isotope exists somewhere along the line. In a SPECT system, a gamma-ray detector with a collimator made of lead moves around a subject. The LOR is determined by the incoming direction. Next, projection images are created every few degrees. In a SPECT system, we need projection images ranging from 0–360 degrees. In contrast, a PET system requires projections ranging from 0–180 degrees. A two-dimensional map of projection data against degrees is called “sinogram”. Finally, image reconstruction algorithm converts the sinogram into an image of pharmaceuticals distribution. Filtered Back Projection (FBP) and Ordered Subset Expectation Maximization (OSEM) are among the basic methods used in PET/SPECT image reconstructions.

![Fig. 1. The procedures for creating functional images in PET/SPECT. Dosed radiopharmaceuticals (tracer) emit annihilation gamma rays, and these are coincidentally detected by scintillators arranged in a circular pattern (PET). In SPECT, tracers radiate single gamma rays, which are collimated and detected by rotating detectors. A set of projections at several degrees, called sinogram, is used for image reconstruction.](www.intechopen.com)
2. Application to simulation of scintillation lights in SPECT

2.1 Introduction

A SPECT system mainly consists of gamma-ray detectors, the rotating mechanisms and a data acquisition system. Gamma-ray detectors for clinical SPECT are based on scintillators, a number of photo multiplier tubes (PMT) and a collimator. The scintillators are conventional detectors of nuclear radiation; when gamma rays or other particles interact with scintillators, optical photons are generated at the point of interaction. A particle is detected by sensing the scintillation photons. The interaction points are identified by the distribution of scintillation photons on the PMTs. PMTs linearly convert photons into electric charge. The amount of obtained scintillation photons corresponds to the energy deposited by particles in the scintillator. The mean position of PMTs weighted by the number of detected photons is assumed to be the location of interacting points; this frequently used method is called the Anger method. In an actual system, electric resistances are attached to each PMT; the total resistance at both ends is used as the weighting factor. The intrinsic spatial resolution of the Anger method depends on the number of observed scintillation photons and their distribution on the PMTs. The distinct distribution results in better spatial resolution. In order to estimate spatial resolution in SPECT, we should simulate the action of optical photons in a scintillator. We employed Monte Carlo simulation to simulate scintillation photons, and estimated the spatial resolution. Once the simulation is validated, it will be a strong and reliable tool to estimate the performance of a detector. First, in order to determine the adequacy of the simulation, we compared spatial and energy resolutions derived from the simulation with those of an experiment obtained by a high-resolution SPECT, which we are currently developing. In addition, in order to improve spatial resolution, we proposed an alternative to the Anger method. The details of the method and the performance estimation by the simulation are described.

2.2 High-resolution SPECT for the human brain

We have been developing a high-resolution and quantitative SPECT for human brain, the concept described in (Zeniya T et al., 2009). The system includes two types of detectors. The first of these (large FOV detector) views the whole human brain with a parallel collimator, and the second (small FOV detector) views a specified local region with extremely high resolution (~1 mm). To achieve high resolution in SPECT, adoption of a pin-hole collimator is a common method. However, when the FOV (field of view) is smaller than the subject, as during imaging using a pin-hole collimator, quantification is not assured and is often overestimated. The main problem is due to truncations. To compensate for the overestimation, a reconstruction method has developed (Zeniya T et al., 2007) based on a theory proposed by (Kudo H et al., 2008). In this method, a reconstructed image without truncations, obtained by the large FOV detector, is used as an initial image for reconstruction by the small FOV detector. We already have completed the large FOV detector; the small FOV detector is still under development. The large FOV detector consists of a NaI(Tl) scintillator (147 mm l x 252 mm h x 6.4 mm w) and 15 flat panel-type multi-anode PMTs (H8500 Hamamatsu). An H8500 has 8 x 8 anodes with 5.8 mm². The 15 PMTs are arranged in a 5 x 3 matrix. In other words, photo-detectors with 5.8 mm² are located in a 40 x 24 matrix. Fifteen PMTs are coupled with the scintillator using optical grease (BC630). The scintillator is covered with a white diffuse reflector to prevent leakage of scintillation photons. The connection side of the PMTs is attached using an optical
window. NaI(Tl) must be housed because the material is deliquescent. An electric resistance array used for the Anger method is connected with each anode. The energy spectrum is computed from the total charge of PMTs. The interaction points are calculated using the output of all anodes.

2.3 Experimental performance evaluation

2.3.1 Experimental set up

To measure spatial and energy resolutions and their position dependence within the detector, we designed a special collimator. The collimator has 170 holes of 1.5 mm diameter, and holes arranged in a $17 \times 10$ grid pattern at 15 mm intervals. The collimator is made of lead of 10 mm thickness, and is mounted on the scintillator. Above the each hole, point sources of Tc-99m, which is frequently used in clinical SPECT are placed. Tc-99m mainly emits a single gamma-ray of 140 keV.

2.3.2 Analysis

The analytical methods used to calculate spatial and energy resolutions are as follows: (i) Select the events from the 140 keV photopeak. The events in a 3-sigma region, as determined by fitting a Gauss function, are extracted. (ii) Using the selected events, interaction points are calculated by the Anger method. (iii) The planar image is projected in the $x$ and $y$ directions. (iv) The spatial resolutions in the $x$ and $y$ directions are derived by fitting a function expressed as follows:

\[
 f(x) = \int g(x) \cdot h(z - x) dx = \frac{1}{2a} \left\{ \text{erf}\left(\frac{a + b - x}{\sqrt{2\sigma}}\right) - \text{erf}\left(\frac{b - x}{\sqrt{2\sigma}}\right) \right\},
\]

$f(x)$ is a convolution of a uniform function and a Gauss function. The uniform function represents a collimator hole, and the Gauss function expresses blurring. $a$ is the diameter of a hole, and $b$ is the position of a hole edge. The spatial resolution, Full Width Half Maximum (FWHM), expressed in mm, is computed as $2.35 \times \sigma$, where $\sigma$ is the standard deviation of the Gauss function. (v) Finally, energy resolution at each hole is calculated. The events within a 3-sigma range in position, determined in step (iv), are used to generate the energy spectrum. These energy resolutions (FWHM %) are derived from fitting of a Gauss function.

2.3.3 Results

The planar image of 170 point sources is shown in Fig. 2. Around the center of the detector, equal intervals were obtained, but at the edge of the detector, intervals between neighbors shrink, resulting in worse spatial resolution. The mean spatial resolutions in the $x$ and $y$ direction were, respectively, $3.5 \pm 0.3$ mm and $3.1 \pm 0.3$ mm; resolutions at the edge were not used for calculation of the mean values. The best resolutions in the $x$ and $y$ direction were 3.0 mm and 2.7 mm, respectively. These values were obtained at the center. Meanwhile, mean energy resolution was $10.3 \pm 0.2\%$, and the best value was 9.9\%. We did not observe a distinct position dependence of the energy resolution.

2.4 Simulation of scintillation lights

2.4.1 Geometrical configuration of the simulation

We used Geant4 (version 9.2) to simulate scintillation photons, and estimated the spatial and energy resolutions of the large FOV detector. Geant4 takes into account not only
electromagnetic interactions but also optical photon processes. In this simulation, electromagnetic processes include Compton scattering, Rayleigh scattering, photo-electric effect, ionization, and bremsstrahlung. The first three processes involve gamma rays, and the rest involve electrons. Optical photon processes include absorption, Rayleigh scattering, and boundary processes (refraction/reflection). The details of the optical photon processes are described in next section. Simulation of scintillation photons is difficult; it takes long time due to the large number of optical photons in an event. If a gamma ray interacts with a NaI(Tl) scintillator, 38000 scintillation photons/MeV are generated, all of which must be traced. Moreover, there are many uncertainties (e.g., optical properties of materials). The quantum efficiency of the photo-detector, emission spectrum of the scintillator, and the amount of scintillation photons per unit of energy all must be specified. Strictly speaking, these data have a wavelength dependence. Geant4 does not include these optical properties; hence, in order to conduct an accurate simulation, we must provide them. When estimating the spatial and energy resolutions, it is critical to obtain the distribution of the scintillation lights on the PMTs. We assembled optical property data from brochures and vendor site as much as possible, and fed these values to Geant4.

The simulation processes are as follows: (i) The geometrical configuration shown in Fig. 3 depicts a NaI(Tl) scintillator and 15 PMTs (H8500). Optical window, optical grease, and PMT window are also included between the scintillator and the PMTs. Both the optical and PMT windows are made of borosilicate glass, of thickness 3 mm and 1.5 mm, respectively. The thickness of the optical grease was set as 1 mm. (i) A gamma-ray beam enters the scintillator vertically from above the 170 holes. The source distribution is circular, with a diameter of 1.5 mm. (ii) The gamma ray interacts with the scintillator and deposits its energy. (iii) Scintillation photons are emitted isotropically. The quantity of scintillation photons corresponds to the energy deposited. (iv) The scintillation photons propagate in the scintillator and other materials until they reach the anodes or are absorbed. (v) Some of the scintillation photons reach an anode. The detection of the photon is calculated according to the quantum efficiency and collection efficiency of the H8500. The anodes are assumed to be a perfect absorber. (vi) The interaction point is calculated using the photon distribution on the anodes. Fluctuations of electrical resistance values and anode gains are considered in this simulation. The resistance error and anode gain fluctuation are assigned values of 1% and 17%, respectively, of the number of observed photons. The anode gain fluctuation is derived from the uniformity map of the H8500 (HAMA Matsu, 2007). The given transmittances of NaI(Tl) and borosilicate glass are shown in Fig. 4 (right). A dead space,
which surrounds the anodes, is assumed as a perfect absorber. The refractive indexes of NaI(Tl), borosilicate glass, and optical grease are 1.85, in Fig. 4 (right), and 1.45 (Saint-Gobain, 2005-10), respectively. The emission spectrum of NaI(Tl), together with the quantum efficiency, are shown in Fig. 4 (left). The collection efficiency of the H8500 is assigned a value of 60%. In the case of NaI(Tl), 38000 photons/MeV are produced in each interaction. The reflectivity of the white diffusive reflector is 0.95 (Saint-Gobain, 2004-8). Gamma rays from 3000 events enter the scintillator at 170 holes. The experimental analysis, mentioned in the previous section, is applied to the result of the simulation. This simulation was performed on a personal computer (Linux operating system installed on a 2.4 GHz Intel Core 2 Quad with 2 GB of memory). The computing time for 3000 events was ~4000 sec without parallel computation.

Fig. 3. Simulation geometry of the large FOV detector based on a NaI(Tl) scintillator and position sensitive PMSs (H8500) (left). The optical window, optical grease, and PMT window are included. The scintillator is covered with white diffusive reflector, except on the side connected to the PMTs. The right figure shows a visualization of the simulation. A gamma ray enters the center of the detector. Scintillation photons are emitted isotropically at interaction points.

Fig. 4. Optical properties of materials used in this simulation. Emission spectra of NaI(Tl) scintillator (Saint-Gobain, 2005-8) together with quantum efficiency of H8500 (HAMAMATSU, 2007) (left). Transmittance of NaI(Tl) scintillator and borosilicate glass, and its refractive index (ISP OPTICS) (right).
2.4.2 Optical photon process in Geant4

Geant4 can handle optical processes that include G4OpAbsorption, G4OpBoundaryProcess, G4OpRayleigh, and G4OpWLS (wavelength shift). Absorption, Rayleigh scattering and wavelength shift (if registered) are competing processes in the propagation of optical photons. The absorption depends on absorption length, which must be input by the user. If not given, the material is assumed to be perfectly transparent. The cross-section of the Rayleigh scatter also must be input; however, if the material name is specified as “Water”, the cross-section is calculated automatically. To include a wavelength shift process, absorption length and emission spectrum of a wave length shifter are required. A time profile of the emission can be input by the users. At a boundary between different materials, G4OpBoundaryProcess is called. Geant4 has two surface types: dielectric-metal (dielectric–metal interface, in which reflection or absorption is applied), and dielectric-dielectric (dielectric–dielectric interface, in which reflection or refraction or absorption is applied); three types of surface model: GLISUR (original Geant3 model), unified (Levin C. M et al., 1996), and LUT (look-up table model available in version 9.3 and more); and six types of surface finish: polished (smooth perfectly polished surface),

![Flow chart to decide the action of a photon at a boundary. In Geant4.9.3, type of dielectric_LUT is available. In the type, measured angular distributions are used.](www.intechopen.com)
polishedbackpainted (smooth top-layer front paint), polishedbackpainted (same as polished but with a back-point), ground (rough surface), grandfrontpainted (rough top-layer front point), and groundbackpainted (same as ground but with a back-point). The unified model, which considers microfacets of the surface, contains four types of reflections: Lambertian reflection, lobe reflection, spike reflection, and back-scattering. The degree of angular fluctuation is parameterized. Depending on these parameters, action at a boundary is determined as refraction, reflection or absorption. Relation between surface parameters and photon behavior at a boundary is somewhat complex. A flow chart illustrating decisions about this relationship is shown in Fig. 5. In this simulation, the surface parameters of the white diffuse reflector are set as follows: unified model, backfrontpointed, and delectric–dielelectric. The parameter of the rough surface is set as 1.0. In this case, a photon is reflected as diffuse reflection.

2.4.3 Results
The planar image of the simulation is shown in Fig. 2, together with the experimental results. The simulation showed the same tendency as in the experiment (equal interval at the center, shrinkage at the edge). The mean spatial resolutions (FWHM) in the $x$ and $y$ directions were $3.3 \pm 0.2$ mm and $3.0 \pm 0.2$ mm, respectively. The best resolutions were 2.8 mm and 2.6 mm, respectively, in the $x$ and $y$ directions. The mean energy resolution (FHWM) was 9.1%, and the best resolution was 8.5%. An energy spectrum of the center is shown in Fig. 6 alongside the spectrum obtained by experiment. The comparisons of the resolutions are listed in Table 1.

![Energy spectra from experiment and simulation, obtained at 5th row and 6th column.](https://www.intechopen.com)

**Fig. 6.** Energy spectra from experiment and simulation, obtained at 5th row and 6th column. Experimental and simulation resolutions are 10.1% and 9.2%, respectively.

<table>
<thead>
<tr>
<th>Resolution (FWHM)</th>
<th>Experiment Mean ± S.D (Best)</th>
<th>Simulation Mean ± S.D (Best)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spatial (X-dir) [mm]</td>
<td>3.5±0.3 (3.0)</td>
<td>3.3±0.2 (2.8)</td>
</tr>
<tr>
<td>Spatial (Y-dir) [mm]</td>
<td>3.1±0.3 (2.7)</td>
<td>3.0±0.2 (2.6)</td>
</tr>
<tr>
<td>Energy [%]</td>
<td>10.3±0.2 (9.9)</td>
<td>9.1±0.3 (8.5)</td>
</tr>
</tbody>
</table>

**Table 1.** Comparison of spatial and energy resolutions between simulation and experiment. The mean values are calculated without edge resolutions. The parenthetical values are the best resolutions, obtained at the center.
2.4.4 Discussion
The spatial resolutions of the simulation are consistent with those of the experiment (within 10%). The accuracy seems to be sufficient to estimate resolutions and design new detectors. The simulation also has good agreement with experiment with regard to energy resolution. The energy spectrum is formed from the quantity of obtained photons. The energy resolution of simulations is usually generated using an adjustment parameter decided by an experiment. In this work, however, the energy resolution is calculated without such a parameter, depending on the number of photons. The difference between spatial resolutions in the \( x \) and \( y \) directions was obtained in both results. We obtained 3.5 mm and 3.1 mm in \( x \) and \( y \)-directions, respectively, in the experiment. This difference is due to the difference in the number of anodes. Propagation of fluctuation of anode output in the \( x \) direction is larger than that of the propagation in the \( y \) direction. If a detector has the same number of anode in the \( x \) and \( y \) directions, the spatial resolutions are comparable, as shown by another simulation (not described in this chapter). Available clinical SPECTs commonly have ~4 mm spatial resolution (FWHM) with a smaller number of PMTs (or anodes). It seems using many anodes does not make much contribution to the improvement of spatial resolution. The large error propagation of anode output deteriorates resolutions.

A simulation is useful for the design of a detector. It is easy to change the thickness or type of scintillator, photo-detector, or other parameters in the simulation. Moreover, the simulation is able to identify the main absorber and the main causes of deterioration of resolutions. As the demonstration, we replaced optical grease with air, whose refractive index is ~1.0. The variations in the absorption fraction of materials relative to total generated photons and number of total internal reflections are listed in Table 2. Because of the disjunction of refractive index at a boundary, the number of total internal reflection increases. The increase in total reflections creates a longer path length for photons in the scintillator, resulting in absorption by the scintillator. About 80% of total generated photons reached at PMT anodes, and 20% of reached photons were obtained.

<table>
<thead>
<tr>
<th>Table 2. Absorption fraction of materials (%)</th>
<th>Boundary of optical grease</th>
<th>Boundary of Air</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection</td>
<td>12 %</td>
<td>10 %</td>
</tr>
<tr>
<td>PMT Anode</td>
<td>73 %</td>
<td>62 %</td>
</tr>
<tr>
<td>PMT Window</td>
<td>0.20 %</td>
<td>0.12 %</td>
</tr>
<tr>
<td>PMT Dead Space</td>
<td>5.6 %</td>
<td>6.3 %</td>
</tr>
<tr>
<td>Reflector</td>
<td>6.9 %</td>
<td>16 %</td>
</tr>
<tr>
<td>NaI scintillator</td>
<td>0.91 %</td>
<td>1.84 %</td>
</tr>
<tr>
<td>Optical Window</td>
<td>0.73 %</td>
<td>1.2 %</td>
</tr>
<tr>
<td>Optical Grease</td>
<td>~0 %</td>
<td>~0 %</td>
</tr>
<tr>
<td>Total internal reflection</td>
<td>1</td>
<td>14.7</td>
</tr>
</tbody>
</table>

The simulation results are always overestimated. Our simulation still does not consider other uncertainties, e.g., fluctuation of the number of electrons in the multiplying process of a PMT, etc. In addition, there are unknown optical properties such as the absorption length.
of the optical grease (in this study, however, the absorption can be treated as negligible because the grease layer is thin) and almost the properties do not have wavelength dependence. We need a dataset of optical properties of materials, especially those used in scintillation detectors. In order to conduct accurate simulations, it seems better to consider other uncertainties as much as possible. Although some optical properties are neglected, this simulation already has sufficient reproducibility.

2.5 Simulation approach to improve spatial resolution

2.5.1 Methods

We aim at spatial resolution of ~2 mm in the large FOV detector to make a difference from clinical SPECTs. However, we obtained a resolution of ~3.5 mm, which is worse than expected. Therefore, we proposed an alternative to the Anger method to improve the spatial resolution. The method is simple. Previously, photon distributions on anodes were measured at every known position in the detector. In this work, we calculated the distribution of gamma rays on a grid pattern with 1 mm intervals. Each distribution is obtained from average of incident 300 gamma rays. The number of total distributions is 37296 (252×148). One quarter was simulated, and the rest were derived from symmetrical properties. The set of distributions is used as reference data. Every time scintillation photons are radiated, the distribution is compared with the reference dataset. The position of most similar distribution, determined by the least square algorithm, is identified as the point of interaction. In an actual experiment, a reference dataset can be accumulated by scanning collimated gamma rays. We evaluated the usefulness of the method. The result of the simulation in the validation study is reusable for this evaluation.

2.5.2 Results

Examples of reference data are shown in Fig. 7. Fig. 7 shows photon distributions in the case that gamma rays enter at the center (left) or at the edge (right). The planar image and projection in the y direction are shown in Fig. 8. In contrast to the Anger method, constant intervals were obtained among grid points. At the edge, however, a point divided into two.

Fig. 7. Examples of photon distribution on the anodes of 15 H8500s. The left figure shows the distribution in the case that gamma rays enter from the center; the right figure shows the case in which the gamma rays enter from (−50 mm, −50 mm) relative to the center. We calculated photon distributions, which are obtained from the known positions of gamma-ray sources. The set of distributions was used as reference data to decide interaction points.
The mean spatial resolutions, without the edge resolutions, were 1.8 ± 0.8 mm and 1.8 ± 0.8 mm in the \( x \) and \( y \) directions, respectively. The mean energy resolution is 10 ± 5%. An obvious position dependence of the energy resolution was not obtained using this method.

![Fig. 8. Planar image obtained by the proposed method using the least-square algorithm. (left), and the projections to the \( y \) direction (right). The gray filled histogram is the projection with a white diffusive reflector; the white filled histogram is a projection with a black edge reflector. Misidentifications, especially at the edge, were improved by using the black edge white reflector.](image)

### 2.5.3 Discussion

The proposed method indicated improvement of spatial resolution from 3.5 mm to 1.8 mm in the \( x \) direction. The large FOV detector has the potential for high resolution, ~2 mm. One advantage of this method is that the unit of the planar image is actual length (mm); this is different from the Anger method, in which the unit is arbitrary. We do not need to calibrate position.

At the edge, many misidentifications are seen due to small difference of reference dataset at the edge. To prevent misidentification, it is useful to employ a diffuse reflector with black edge (the side of the scintillator is coated with absorbent material). The projection with the black edge reflector is shown in Fig. 8, together with the original reflector. The false identifications were corrected at the edge. Meanwhile, the energy resolutions at the edge became worse due to a reduction in the number of photons by absorption.

To implement this method, it is essential to install an analog to digital converter (ADC) for each anode. This conversion may take a great deal of time and decrease the cost-effectiveness. However, it is worthwhile to try this method, because once all anode outputs are converted, we can try other methods. A neural network would be one promising method; another would be to employ a modified Anger method using restricted anodes that are peripheral to the largest output anode. We are developing a full digital system for the method. Furthermore, if the reference data is compiled using only simulations with high accuracy, the technique has the potential to discriminate the depth of interactions. It sometimes happens that a gamma ray is scattered before absorbed in the scintillator. In this case, there are multiple sources of scintillation photons, and these events impair spatial resolution. It is difficult to discriminate events with multiple scintillation sources from
Events with single scintillation source. Chi-square, defined by $\chi^2 = \frac{1}{\text{ndf}} \sum_i \frac{(\text{obj}_i - \text{ref}_i)^2}{\text{error}_i^2}$, may help to make the distinction; here, $i, \text{obj}, \text{ref}, \text{error}$ ndf mean index of anode, anode output, anode output of reference data, error of anode output, and number of degrees of freedom, respectively. A large chi-square indicates an event with multiple scintillation sources. Higher-energy gamma rays, such as 511 keV, tend to be such an event. In a SPECT system, however, because of the low energy of gamma-rays (in the range of several hundred keV), these occurrences are rare, and can safely be ignored.

2.6 Conclusion

Our simulation is in good agreement with the experiment that determined the intrinsic spatial and energy resolutions of the large FOV detector. The proposed method, using ADCs for all anodes, is promising. We expect that this will improve spatial resolution from $\sim$3.5 mm to $\sim$1.8 mm; it also has prospects for use in other identification methods.

The simulation including action of scintillation lights will be helpful for a design of a new SPECT by estimation of the spatial resolution. However, we still used insufficient data regarding optical properties in this work. We hope that data regarding the properties of scintillators and materials are in public.

3. Application to a quantification technique in PET

3.1 Introduction

Quantification in PET is important for improvement in diagnosis. Here, quantification refers to the absolute pixel value in PET images. Examples of quantitative values in PET include SUV, cerebral and myocardial blood flow, cerebral metabolic rate of oxygen, oxygen extraction fraction in ischemia check. An accurate quantification can prevent erroneous diagnosis and provide high-quality data for multi-center studies. However, there are some factors that hamper quantification; these include random events (accidental events) and scatter events. Random events are accidental coincidental counts that originate from two different sources. The scatter events also reflect coincidence counting, but in these cases one or both gamma rays have been scattered. Gamma rays lose their energy by Compton scattering, and it is easy to discriminate the events by selecting the 511 keV photopeak. However, because of the poor energy resolution of detectors, it is impossible to remove all scatter events. These events result in inaccurate LORs and disturb both image quality and quantification. The random events can be corrected by a delayed coincidence technique. The scatter events are also compensated by some kinds of correction theories. However, when significant activity exists outside the FOV (typical PETs have 15–25 cm FOV), verification of scatter corrections in 3D acquisition mode has not yet been thoroughly investigated. Measurements of myocardium blood flow represent an illustrative example. The liver, located outside the FOV, has larger activity than that of the heart, which is within the FOV. The uncorrected scatter events originating from outside the FOV may reduce the accuracy of quantification. One of the advantages of simulations is that they allow an understanding of processes that are difficult or impossible to know in experiments. Scatter events are also difficult to identify in experiments. We conducted a simulation (Geant4 version 9.2) of scatters with a numerical human model, and investigated the effects of scatter events on quantification in cardiac PET using O-15 water.
3.2 PET configuration in the simulation

We reproduced a realistic configuration of a PET (ECAT ACCEL, Siemens) (Herzog H et al., 2004), which is installed in our facility. The PET is based on LSO scintillators consisting of a $2.5 \times 2.5 \times 6 \text{ mm}^3$ rectangular solid. The detector consists of 9216 scintillators, which are circularly arranged. One ring consists of 384 scintillators, and 24 rings can be arranged in the axial direction. The diameter of the ring is 824 mm, and the aperture plane of the gantry is 562 mm. The FOV is 162 mm. To simplify, in this simulation, the detector is shaped as a ring with the following dimensions: 824 mm diameter, 162 mm width, and 6.5 mm thickness. The structures contain not only scintillators but also PMTs, front shield, septa, bed, body of equipment, etc., shown in Fig. 9. These are included, because such structures slightly increase scatter events originating from activity outside the FOV. The adequacy of this simulation has been evaluated by comparison of the scatter fraction. Scatter fraction is the ratio between total coincident events and scatter events, measured by using a special phantom (scatter phantom); and the measurement method is described in the NEMA standard (NEMA NU 2-2007). The experimental scatter fraction was 45.0%, and that of the simulation is 45.9%. The simulation reproduced the experiment with high accuracy.

3.3 Simulation with numerical human model

For a realistic simulation, we employed a numerical human model (Nagaoka T et al., 2004) developed by National Institute of Information and Communications Technology (NICT) in Japan. The model is based on MRI images of Japanese people with average height and weight: 173 cm and 65 kg for male; 160 cm and 50 kg for female. The models consist of $320 \times 160 \times 866$ voxels for male, or $320 \times 160 \times 804$ voxels for female; voxels are 2 mm$^3$. Fifty-one organs or tissues can be identified, and ID numbers are given to each voxel. In addition, models of a child, a pregnant female and an arbitrary pose have been developed. There is another available numerical human model, the 4D NURBS-based Cardiac-Torso (XCAT*) phantom (Segars WP et al., 2003). The organs are constructed using non-uniform rational b-splines, or NURBS surfaces based on the three-dimensional Visible Human CT dataset. XCAT is able to calculate cardiac and respiratory motions. It is powerful tool for evaluating
motion effects, and is widely used in nuclear medicine imaging research. The geometrical configuration with NICT model and XCAT are shown in Fig. 9. To simulate interactions of gamma rays with the human body, we need attenuation coefficients for each tissue. We calculated the attenuation coefficients using compositions and density of the tissues found in a web site of Life Sciences Division at Oak Ridge National Laboratory (ORNL), "Description of the mathematical phantoms" and (Akkurt H et al., 2007). Compositions and densities of soft tissue, skeleton, lung, adipose, and glandular tissue are available from "Description of the mathematical phantoms"; compositions of bone, muscle, skin, brain, eyes, thyroid, upper face, larynx, trachea, gastrointestinal tract, testes, ovaries, uterus, urinary bladder, spleen, heart, pancreas, liver, kidney, breast, and blood are available from (Akkurt H et al., 2007). We assigned tissue data listed above to 51 types of tissues. In this work, we used the male NICT model and its 8 voxels are collected up to 1 voxel (4 mm cubic) to reduce the computing time.

3.4 Estimation of scatter in cardiac PET

In cardiac PET to measure myocardium blood flow, O-15 water, Rb-82, and N-13-NH$_3$ are used as tracers. O-15 water is one of the most ideal tracers, because it immediately diffuses into tissues and washes out into veins. That behavior makes it easy to calculate myocardium blood flow with a 2-compartment model (Iida H et al., 1992). Activated water is injected and spreads into the whole body, in which the activity of each organ varies with time. At the first phase, the heart has a large activity, and the tracer accumulates in the liver at the late phase. The time activity curve of the heart, liver, and lung is shown in Fig. 10, obtained with a clinical examination. The horizontal axis shows time in seconds; the vertical axis shows activity per organ. In PET images, we can obtain a pixel value as activity per volume (Bq/cc). The activities per organ are derived from experimental data (Bq/cc) × volume of heart (406 cc), liver (3296 cc), and lung (1150 cc), using the NICT model, under the assumption that each organ has uniform activity. In one phase (100 sec in Fig. 10), the liver has 1.5 times the activity of the heart. This phase seems to significantly influence activity outside the FOV. We simulated trajectories of annihilation gamma rays. In this PET study, the scintillation lights are not tracked. Positions of interaction between gamma rays and the scintillator are saved to create a sinogram using the ECAT format for 3D acquisition mode. The image is reconstructed by FBP with the scatter correction algorithm installed in the ECAT image reconstruction system. The image size is a 128 × 128 matrix (47 slices). The scatter correction is single scatter simulation (SSS) (Ollinger JM, 1996). To obtain a quantitative image, an attenuation map for the correction of absorptions is required. In this simulation, the attenuation map is calculated analytically. We created three types of image. The first one is an image reconstructed with scatter correction (normal image). The second one is an image using a sinogram without scatter events, which can be discriminated in the simulation (true image). The third one is an image using only scatter events (scatter image). The last two images are reconstructed without the scatter correction. We can obtain only a normal image in an actual PET study. According to the time activity curve, sinograms of the heart, liver, and lung are combined in proportion to their activity at each time, and reconstructed into three types of image. Twenty set of images are created. If scatter events are corrected accurately, the normal image should be same as the true image. By means of comparison between the normal and true images, we evaluated adequacy of the scatter correction. Two billion events were performed in each organ. These computations
took ~420 h to complete with a personal computer (Linux operating system installed on a 2.4 GHz Intel Core 2 Quad with 2 GB of memory). However, we can reduce the computing time down to ~20 h using 5 computers with comparable specifications. Twenty processes are able to run in parallel.

Fig. 10. Time activity curves of the heart, liver and lung. The vertical axis represents the activity of a organ. The horizontal axis represents the time after the administration of O-15 water. For one phase (~100 sec) the liver (located outside the FOV) has 1.5 times more activity than the heart.

3.5 Results
The sets of images of slice 14 (the apex and liver are seen) at 20, 45, 75 120, 210 and 300 sec after the injection are shown in Fig. 12. We placed ROIs (region of interests) on the tissues (anterior, posterior, septal, lateral, and apex) in the normal and true images. The difference between the two ROI values for the apex is shown in Fig. 11. Myocardial blood flows (MBF), which are calculated with time series of ROI values, are listed in Table 3. MBFs of the normal image are normalized by experimental values. The ROI values of normal images overestimate that of the true image due to the insufficient scatter correction. However, myocardium blood flows remained unchanged.

<table>
<thead>
<tr>
<th>MBF(mL/min/g)</th>
<th>Normal Image</th>
<th>True Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apex</td>
<td>1.09</td>
<td>1.11</td>
</tr>
<tr>
<td>Anterior</td>
<td>0.81</td>
<td>0.80</td>
</tr>
<tr>
<td>Lateral</td>
<td>1.03</td>
<td>1.03</td>
</tr>
<tr>
<td>Posterior</td>
<td>0.80</td>
<td>0.79</td>
</tr>
<tr>
<td>Septal</td>
<td>0.75</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Table 3. Myocardial blood flow (MBF) calculated using the normal image and true image. The MBFs of normal image are normalized by these of an experimental value. We obtained equivalent values derived from the normal and true image.
Fig. 11. Time activity curve of a tissue (apex). The solid line is derived from the normal image. The dotted line is derived from the true image. Due to the uncorrected scatters, the normal image is overestimated. At the wash-out phase (~50 sec and after) the both curves have almost the same reduction rate.

Fig. 12. Reconstructed images of the normal, true, and scatter images at 20, 45, 75, 120, 210, and 300 sec from the injection. At the wash-out phase, scatter distributions are uniform and almost the same in the heart region.

3.6 Discussion
In this simulation, large activity outside the FOV influences quantification of an image. The scatters are not compensated accurately; consequently, ROI values tend to overestimate true values. This result indicates that some quantitative physiological parameters measured by PET may be overestimated. However, physiological parameters do not always depend on absolute ROI values. Quantitative myocardial blood flows determined by O-15 seem to epitomize this case. Because the blood flows are calculated by the tissue wash-out rate,
which is equivalent both in normal images and true images. As shown in Fig. 11, uncorrected scatters make a constant contribution to the ROI values in the heart region at the wash-out phase, and this leaves myocardial blood flow unchanged. By means of this method, we can evaluate other scatter corrections using other PET configurations. Recently, PET/CT has become a major modality, replacing single PET; in this modality, a CT is installed next to PET detector. The influence of structures of the CT on quantification should be investigated. Our simulation with a realistic geometrical configuration can clarify the influence. In addition, it is useful for estimation of random events. To remove random events originating from activity outside the FOV, it will be essential to improve image quality and reduce measurement dead time. We can design optimized the shielding system by using this simulation.

3.7 Conclusion
We simulated scatter events in cardiac PET using an O-15 tracer. In this work, three types of images (normal image, true image, and scatter image) were created using a sinogram obtained with this simulation and the reconstruction method with scatter correction installed in ECAT system. By comparing between the normal image and true image, we obtained that the scatter correction is not sufficient due to the existence of significant activity outside the FOV. However, even in this case, myocardial blood flow (calculated by tracer wash-out rate) stayed unchanged.

4. Conclusion of this chapter
In this chapter, applications of Monte Carlo method to PET and SPECT studies were mentioned. In both SPECT and PET studies, the spatial and energy resolutions of SPECT by simulating scintillation photons (and scatter events in PET) reproduced the results of experiments. Monte Carlo simulations can be used as a reliable tool in the development of medical equipments.
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