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1. Introduction

The capability of attitude maneuvers and attitude tracking for spacecrafts is required in the current sophisticated space missions. In short, it is to obtain command requirements and attitude orientation after some form of control. With the development of space missions, the ability of rapid and energy-saved large-angle attitude maneuvers is actively expected. And the high requirements for the attitude control design system are increasingly demanded. Consequently, optimal control for attitude maneuvers has become an important research direction in the aerospace control area.

From control aspect, spacecraft attitude maneuvers mainly involve trajectory planning (Guidance), attitude determination (Navigation), and attitude control (Control). Further researches about these three key technologies are necessary to achieve optimal control for attitude maneuvers. In this chapter, the necessary background on optimal control for attitude maneuvers of three-axis stabilized spacecraft is provided, and the recent work about guidance and navigation as well as control is summarized, which is presented from three parts as follows:

1. The optimal trajectory planning method for minimal energy maneuvering control problem (MEMCP) of a rigid spacecraft;
2. Attitude determination algorithm based on the improved gyro-drift model;
3. Attitude control of three-axis stabilized spacecraft with momentum wheel system.

2. Optimal trajectory planning method for MEMCP of a rigid spacecraft

The trajectory planning for attitude maneuvers is to determine the standard trajectory for spacecraft attitude maneuvers with multi-constraints using optimization algorithm, which makes the spacecraft move from the initial state to the anticipated state within the specified period and optimizes the given performance index. At present, the optimal trajectory planning problems for spacecraft attitude maneuver mainly focus on the time-optimal and fuel-optimal control. A fuel-optimal reorientation attitude control scheme for symmetrical spacecraft with independent three-axis controls is derived in (Li & Bainum, 1994). Based on the low-thrust gas jet model and Euler’s rotational equation of motion, Junkins and Turner (Junkins & Turner, 1980) investigate the optimal attitude control problem with multi-axis maneuvers. They use the closed-form solution of the single-axis maneuver as an initial value and minimize the quadratic sum of the integral of the control torques. Vadali and Junkins (Vadali & Junkins, 1984) have addressed the large-angle reorientation optimal attitude
control problem for asymmetric rigid spacecraft with multiple reaction wheels by using an integral of a weighted quadratic function associated with controlled variables as loss function. Further more, Vadali and Junkins (Vadali & Junkins, 1983) also investigate the optimal attitude maneuvering control problem of rigid vehicles. The complete optimal attitude control problem is essentially a two-point boundary value problem. Since the input variables of the control system are restricted, Pontryagin’s Minimum Principle (PMP) is usually used to solve the optimal attitude control problem of the symmetric or asymmetric rigid spacecraft with constraints. The optimal attitude control problem with fixed maneuvering period has been solved in (Vadali & Junkins, 1984; Vadali & Junkins, 1983; Dwyer, 1982; Schaub & Junkins, 1997). In practice, numerical methods are generally used to solve the highly nonlinear and close coupling differential equations derived from PMP. However, the method falls short to deal with dynamic optimization problem with uncertain terminal time, and the shooting method is commonly adopted whereas it will increase the iterations and computational burden. Therefore, the satisfied development has not yet been achieved for large-angle attitude reorientation of asymmetric rigid spacecraft up to now. Recently, (Chung & Wu, 1992) presents a nonlinear programming (NLP) method to solve time-optimal control problem for linear system. Different from the conventional shooting method which sets the time step as a fixed value, the NLP method considers the time step as a variable and obtains the optimal solution on the premise of ensuring sufficient discretization precision of the model. (Yang et al., 2007) further discusses MEMCP of a rigid spacecraft, which introduces two aspects of research on the three-axis spacecraft with limited output torque, including: 1) the description of MEMCP using NLP method, and 2) the construction method for initial feasible solution of the NLP. However, the derivation in that paper has some errors and the initial feasible solution does not conform to the actual motion of the spacecraft. Moreover, the method augments the optimizing time and the randomness of the variation between the adjacent attitude commands. Consequently, this section (Zhang et al., 2009) further improves the proposed method and presents a new construction method for initial feasible solution of the NLP, and obtains the optimal control period and torques by the energy-optimal criterion. Simulation results demonstrate the feasibility and advantages of the improved method.

### 2.1 Dynamical and kinematical equations of a rigid spacecraft

The attitude motion of a spacecraft can be described by its dynamical and kinematical equations. In general, the dynamic equation of motion can be represented as

\[
\begin{bmatrix}
\dot{\omega}_x \\
\dot{\omega}_y \\
\dot{\omega}_z
\end{bmatrix} = \begin{bmatrix} 1/I_x & 0 & 0 \\
0 & 1/I_y & 0 \\
0 & 0 & 1/I_z \end{bmatrix} \begin{bmatrix} \omega_x \\
\omega_y \\
\omega_z \end{bmatrix} - \begin{bmatrix} \omega_z & \omega_y & \omega_x \end{bmatrix} \begin{bmatrix} (I_x + I_1)\omega_x + I_1\omega_1 \\
(I_y + I_2)\omega_y + I_2\omega_2 \\
(I_z + I_3)\omega_z + I_3\omega_3 \end{bmatrix} + \begin{bmatrix} T_1/I_x \\
T_2/I_y \\
T_3/I_z \end{bmatrix}
\]

where \(I_x, I_y, I_z\) and \(I_1, I_2, I_3\) denote the moment of inertia of rigid spacecraft about the principal axis and the three reaction wheels, respectively. \(\omega_x, \omega_y, \omega_z\) are the components of spacecraft’s angular velocity expressed in its body-fixed frame, and \(\omega_1, \omega_2, \omega_3\) are the components of the reaction wheel’s angular velocity. \(T_1, T_2, T_3\) are the control torques provided by the perpendicular momentum wheels along the principal axis.

The equation of angular motion of the momentum wheels can be obtained from Eq.(1)
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Considering the 1-2-3 sequence of rotations, the kinematic equation of motion using Euler angle representation is given by

\[
\begin{bmatrix}
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{bmatrix} = \begin{bmatrix}
\sec \theta \cos \psi & -\sec \theta \sin \psi & 0 \\
\sin \theta & \cos \theta & 0 \\
-\tan \theta \cos \psi & \tan \theta \sin \psi & 1
\end{bmatrix} \begin{bmatrix}
\omega_x \\
\omega_y \\
\omega_z
\end{bmatrix}
\]

where \( \phi \) is roll angle, \( \theta \) is pitch angle and \( \psi \) is yaw angle.

2.2 Modeling and analysis of MEMCP

The MEMCP of the rigid spacecraft between two attitudes can be described as an optimizing problem as follows.

The initial attitude is given by

\[
(\phi_{\text{initial}}, \theta_{\text{initial}}, \psi_{\text{initial}}) = (\phi(0), \theta(0), \psi(0))
\]

The goal is to determine the control inputs \( T(t) = [T_1(t), T_2(t), T_3(t)]^T \) for some \( t \in [0, t_f] \) to minimize the following objective function

\[
J = \int_0^{t_f} (T_1^2(t) + T_2^2(t) + T_3^2(t)) dt = \int_0^{t_f} \sum_{k=1}^2 T_k^2(t) dt
\]

subject to

\[
(\phi(t_f), \theta(t_f), \psi(t_f)) = (\phi_{\text{final}}, \theta_{\text{final}}, \psi_{\text{final}})
\]

\[
(\omega_1(t_f), \omega_2(t_f), \omega_3(t_f)) = (0, 0, 0)
\]

\[
0 \leq T_i(t) \leq T_{i,\text{max}}, \text{ for } t \in [0, t_f], \text{ } i = 1, 2, 3
\]

where \((\phi_{\text{initial}}, \theta_{\text{initial}}, \psi_{\text{initial}})\) and \((\phi_{\text{final}}, \theta_{\text{final}}, \psi_{\text{final}})\) represent the initial and desired final attitudes of the spacecraft, respectively. \( t_f \) is determined by the optimization process.

Due to the characteristics of highly nonlinear and close coupling of the problem, it will be solved in the discrete-time domain using numerical method. First, we divide the interval \( t \in [0, t_f] \) into \( N \) equidistant subinterval and assume that the angular acceleration is constant in each subinterval. Therefore, from Eq.(1) and Eq.(2), we can obtain
where \( \Delta t = t_i - t_{i-1} = \frac{t_f}{N}, \quad i = 1, 2, \ldots, N \).

Suppose that the time derivative of \( \phi, \theta, \psi \) are constant during each subinterval, then we have

\[
\begin{bmatrix}
\phi(i) \\
\theta(i) \\
\psi(i)
\end{bmatrix} = \begin{bmatrix}
\phi(0) \\
\theta(0) \\
\psi(0)
\end{bmatrix} + \sum_{k=0}^{i-1} \begin{bmatrix}
\frac{1}{I_x} & 0 & 0 \\
0 & \frac{1}{I_y} & 0 \\
0 & 0 & \frac{1}{I_z}
\end{bmatrix} \begin{bmatrix}
\omega_x(k) \\
\omega_y(k) \\
\omega_z(k)
\end{bmatrix} \Delta t
\]

(8)

Therefore, the previous MEMCP can be described as a constrained NLP problem. Given the initial attitudes, determine the values of \( T(0), \ldots, T(N-1) \) and \( \Delta t \) to minimize

\[
J = \sum_{k=1}^{3} \sum_{i=0}^{N-1} T_k^2(i) \Delta t
\]

subject to

\[
\begin{align*}
0 & < \varepsilon < \Delta t < \Delta t_{\text{upper}} \\
(\phi(N), \theta(N), \psi(N)) & = (\phi_{\text{final}}, \theta_{\text{final}}, \psi_{\text{final}}) \\
(\omega_x(N), \omega_y(N), \omega_z(N)) & = (0, 0, 0) \\
T_{i,\text{min}} & \leq T_i(j) \leq T_{i,\text{max}}, \quad i = 1, 2, 3; \quad j = 0, 1, \ldots, N - 1
\end{align*}
\]

(9)

where \( \varepsilon \) is a small positive number to ensure the computation time is not excessively long.

The question is how to select the value of \( N \) to solve the discrete NLP problem mentioned above. For the unconstrained linear programming problem, (Chung & Wu, 1992) points out the initial value of \( N \) must be greater than the dimensions of the state variables, which is adopted in this paper.
2.3 Construction of initial feasible solution of NLP problem

The NLP problem usually requires the initial feasible solution to start the optimization process. The initial feasible solution is a set of optimization variables \( T(0), \cdots, T(N-1) \) and \( \Delta t \) which satisfy Eq.(9). Different initial feasible solutions will yield different local optimal solutions, and the deviation of the initial feasible solution from the optimal solution will affect the iteration times and computation time. (Yang et al., 2007) presents a construction method of the initial feasible solution. However, the solution does not agree well with the actual motion of the spacecraft, and the randomness of variation between the adjacent attitude commands is excessively large. To solve this problem, a new construction of the initial feasible is presented in this section.

The first step is to determine a maneuvering trajectory satisfying the boundary conditions without the constraints of the control torques. Then, the set of control torques computed in the above trajectory is checked. If it satisfies all the constraints, the set of control torques and \( \Delta t \) is the initial feasible solution. Otherwise, we need to adjust the velocity and acceleration until finding a set of initial feasible solution.

With the given \( N \), the attitude trajectories satisfying the boundary conditions can be determined by

\[
\phi(i) = \begin{cases} 
\phi_{\text{initial}} & i = 0, 1 \\
\gamma_i \phi(i-1) + \frac{i - 2}{N-2} \gamma_i (\phi_{\text{final}} - \phi(i-1)) & i = 2, \cdots, N-1 \\
\phi_{\text{final}} & i = N, N+1
\end{cases}
\]

\[
\theta(i) = \begin{cases} 
\theta_{\text{initial}} & i = 0, 1 \\
\theta(i-1) + \frac{i - 2}{N-2} \gamma_i (\theta_{\text{final}} - \theta(i-1)) & i = 2, \cdots, N-1 \\
\theta_{\text{final}} & i = N, N+1
\end{cases}
\]

\[
\psi(i) = \begin{cases} 
\psi_{\text{initial}} & i = 0, 1 \\
\psi(i-1) + \frac{i - 2}{N-2} \gamma_i (\psi_{\text{final}} - \psi(i-1)) & i = 2, \cdots, N-1 \\
\psi_{\text{final}} & i = N, N+1
\end{cases}
\]

where \( \gamma_i \) is a random number obeying the uniform distribution in the interval \([0, 1]\). Euler angle vector is defined as \( \lambda = [\phi, \theta, \psi]^T \), and it is obvious that \( \lambda(i) \) satisfies the initial constraints in Eq.(4) and final constraints in Eq.(9).

Take the roll angle \( \phi \) for example, we can easily obtain the inequalities \( \phi(i-1) \leq \phi(i) \leq \phi_{\text{final}} \) or \( \phi(i-1) \geq \phi(i) \geq \phi_{\text{final}} \). It is shown that the attitude trajectory \( \phi(i) \) constructed by the previous model approaches the value of \( \phi_{\text{final}} \) all along. The process is not reciprocating and in well agreement with the optimal maneuvering process.

Choose the appropriate value of \( \Delta t \) to satisfy the constraint \( 0 < \varepsilon < \Delta t < \Delta t_{\text{upper}} \), so that

\[
\begin{bmatrix}
\phi(i) \\
\theta(i) \\
\psi(i)
\end{bmatrix} = \begin{bmatrix}
\frac{\phi(i+1) - \phi(i)}{\Delta t} \\
\frac{\theta(i+1) - \theta(i)}{\Delta t} \\
\frac{\psi(i+1) - \psi(i)}{\Delta t}
\end{bmatrix}, \quad i = 0, 1, \cdots, N
\]
where \( [\dot{\phi}(0) \quad \dot{\theta}(0) \quad \dot{\psi}(0)] = [0 \quad 0 \quad 0] \) and \( [\dot{\phi}(N) \quad \dot{\theta}(N) \quad \dot{\psi}(N)] = [0 \quad 0 \quad 0] \). We can obtain from Eq.(3) that

\[
\begin{bmatrix}
\omega_x(i) \\
\omega_y(i) \\
\omega_z(i)
\end{bmatrix} =
\begin{bmatrix}
\sec \theta(i) \cos \psi(i) & -\sec \theta(i) \sin \psi(i) & 0 \\
\sin \psi(i) & \cos \psi(i) & 0 \\
-\tan \theta(i) \cos \psi(i) & \tan \theta(i) \sin \psi(i) & 1
\end{bmatrix}^{-1}
\begin{bmatrix}
\dot{\phi}(i) \\
\dot{\theta}(i) \\
\dot{\psi}(i)
\end{bmatrix}
\]

(12)

Obviously, the angular velocity \( \omega \) also satisfies the boundary constraints in Eq.(4) and Eq.(9).

Then let us check whether the maneuvering trajectory satisfies the torque constraints or not. After determining \( (\omega_x(i), \omega_y(i), \omega_z(i)) \) and \( (\dot{\omega}_x(i), \dot{\omega}_y(i), \dot{\omega}_z(i)) \), the corresponding values of \( T(0), \ldots, T(N-1) \) can be sequentially calculated. The calculation flow is summarized as follows:

1. Substituting \( (\omega_x(0), \omega_y(0), \omega_z(0)) \) into Eq.(6) to calculate \( (T_1(0), T_2(0), T_3(0)) \).
2. Substituting \( (\omega_x(0), \omega_y(0), \omega_z(0)), (\omega_x(0), \omega_y(0), \omega_z(0)) \) and \( (T_1(0), T_2(0), T_3(0)) \) into Eq.(7) to determine \( (\omega_x(1), \omega_y(1), \omega_z(1)) \).
3. Repeat the step 1 and step 2, and determine the values of \( T(0), \ldots, T(N-1) \) sequentially.

If the obtained control torques satisfy the constraints, the set of \( T(0), \ldots, T(N-1) \) and \( \Delta t \) is the initial feasible solution. Otherwise, \( \Delta t \) is increased to decrease the maneuvering velocity and acceleration until the control torques satisfy the constraints. Since the initial feasible solution is stochastically yielded via Eq.(10), the final optimal control scheme is derived from the multiple initial feasible solutions separately.

2.4 NLP solution process of MEMCP

On the basis of the previous sections, the NLP solution process of MEMCP can be described as follows:

Step 1. Choose an integer \( N \) and iteration number \( n_f \);
Step 2. Set \( i = 0 \);
Step 3. Describe the MEMCP using NLP model;
Step 4. \( i = i + 1 \);
Step 5. Determine the NLP initial feasible solution of MEMCP;
Step 6. Solve the MEMCP using NLP with the given initial values;
Step 7. If \( i \leq n_f \), then go to step 5, if not, continue;
Step 8. Choose the smallest local optimal solution as the solution of MEMCP;
Step 9. End.

In the above algorithm, the computation time and nonlinear degree should be considered to choose \( n_f \), it is generally set as 20. In addition, the value of \( \Delta t \) is required smaller to obtain the high discretization accuracy, while it is also required as larger as possible to minimize the energy consumption. By the tradeoff, we can determine the upper limit denoted as \( \Delta t_{\text{limit}} \). If \( \Delta t(N) \) is greater than \( \Delta t_{\text{limit}} \), the value of \( N \) needs to be adjusted. (Chung & Wu, 1992) provides a selection and adjustment approach about the values of \( \Delta t_{\text{limit}} \) and \( N \).
2.5 Simulation results
In this section, the feasibility and validity of the above approach are verified. The following parameters are used for simulations. The initial conditions are \((\omega_x(0), \omega_y(0), \omega_z(0)) = (0, 0, 0)\), \((\phi(0), \theta(0), \psi(0)) = (0, 0, 0)\), \((\omega_1(0), \omega_2(0), \omega_3(0)) = (0, 0, 0)\), and the final conditions are: \((\omega_x(t_f), \omega_y(t_f), \omega_z(t_f)) = (0, 0, 0)\), \((\phi(t_f), \theta(t_f), \psi(t_f)) = (30, 45, 0)\). The boundary conditions of control torques are:

\[
(T_{1,\text{max}}, T_{2,\text{max}}, T_{3,\text{max}}) = (0.56, 0.53, 0.24)\text{(Nm)}, \quad (T_{1,\text{min}}, T_{2,\text{min}}, T_{3,\text{min}}) = (-0.56, -0.53, -0.24)\text{(Nm)}.
\]

The moment of inertia of spacecraft are \(I_x = 182\text{ kgm}^2, I_y = 329\text{ kgm}^2, I_z = 336\text{ kgm}^2\), and the moment of inertia of momentum wheels are \(I_1 = I_2 = I_3 = 0.041\text{ kgm}^2\).

2.5.1 Case 1
The case is used to verify the construction of initial feasible solution of NLP. When \(\Delta t\) is small (e.g., \(\Delta t = 6s\)), the initial set of control torques \(T(0), \ldots, T(N-1)\) is large. The control torques obtained will be easy to exceed the constraints, as shown in Table 1. It is necessary to increase the value of \(\Delta t\) (e.g., \(\Delta t = 10s\)) to decrease the maneuvering velocity and acceleration. Thus, the control torques can satisfy the constraints, as illustrated in Table 2.

<table>
<thead>
<tr>
<th>(\phi)</th>
<th>(\theta)</th>
<th>(\psi)</th>
<th>(T_1)</th>
<th>(T_2)</th>
<th>(T_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.272</td>
<td>-0.737</td>
</tr>
<tr>
<td>2</td>
<td>3.080</td>
<td>0</td>
<td>0</td>
<td>0.009</td>
<td>0.021</td>
</tr>
<tr>
<td>3</td>
<td>6.073</td>
<td>4.620</td>
<td>0</td>
<td>-0.218</td>
<td>-0.605</td>
</tr>
<tr>
<td>4</td>
<td>11.60</td>
<td>9.110</td>
<td>0</td>
<td>-0.133</td>
<td>-0.423</td>
</tr>
<tr>
<td>5</td>
<td>18.88</td>
<td>17.39</td>
<td>0</td>
<td>0.116</td>
<td>0.211</td>
</tr>
<tr>
<td>6</td>
<td>25.29</td>
<td>28.32</td>
<td>0</td>
<td>0.316</td>
<td>0.908</td>
</tr>
<tr>
<td>7</td>
<td>27.90</td>
<td>37.93</td>
<td>0</td>
<td>0.160</td>
<td>0.547</td>
</tr>
<tr>
<td>8</td>
<td>28.22</td>
<td>41.85</td>
<td>0</td>
<td>-0.026</td>
<td>-0.095</td>
</tr>
<tr>
<td>9</td>
<td>28.94</td>
<td>42.33</td>
<td>0</td>
<td>-0.021</td>
<td>-0.080</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>43.41</td>
<td>0</td>
<td>0.068</td>
<td>0.253</td>
</tr>
<tr>
<td>11</td>
<td>30</td>
<td>45</td>
<td>0</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

Table 1. A set of infeasible solution to \(\Delta t = 6s\) and \(N = 10\)

<table>
<thead>
<tr>
<th>(\phi)</th>
<th>(\theta)</th>
<th>(\psi)</th>
<th>(T_1)</th>
<th>(T_2)</th>
<th>(T_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-0.113</td>
<td>-0.307</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.065</td>
<td>0.175</td>
</tr>
<tr>
<td>3</td>
<td>3.563</td>
<td>5.345</td>
<td>0</td>
<td>-0.130</td>
<td>-0.357</td>
</tr>
<tr>
<td>4</td>
<td>5.091</td>
<td>7.636</td>
<td>0</td>
<td>0.036</td>
<td>0.086</td>
</tr>
<tr>
<td>5</td>
<td>10.76</td>
<td>16.14</td>
<td>0</td>
<td>-0.094</td>
<td>-0.296</td>
</tr>
<tr>
<td>6</td>
<td>15.44</td>
<td>23.15</td>
<td>0</td>
<td>0.141</td>
<td>0.381</td>
</tr>
<tr>
<td>7</td>
<td>23.55</td>
<td>35.32</td>
<td>0</td>
<td>0.069</td>
<td>0.223</td>
</tr>
<tr>
<td>8</td>
<td>27.24</td>
<td>40.85</td>
<td>0</td>
<td>0.026</td>
<td>0.092</td>
</tr>
<tr>
<td>9</td>
<td>28.34</td>
<td>42.51</td>
<td>0</td>
<td>-0.037</td>
<td>-0.138</td>
</tr>
<tr>
<td>10</td>
<td>28.37</td>
<td>42.56</td>
<td>0</td>
<td>0.038</td>
<td>0.140</td>
</tr>
<tr>
<td>11</td>
<td>30</td>
<td>45</td>
<td>0</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

Table 2. A set of feasible solution to \(\Delta t = 10s\) and \(N = 10\)
2.5.2 Case 2

Fig. 1 illustrates the performance index $J$ with respect to different values of $\Delta t_{\text{upper}}$ in the cases of $N = 10$ and $N = 20$. When the maneuvering times $N$ is fixed, we can find that a larger value of $\Delta t_{\text{upper}}$ will result in a smaller value of $J$; when $\Delta t_{\text{upper}}$ is fixed, the greater value of $N$ will result in the smaller value of performance index $J$. It is shown that the longer maneuvering period will require the smaller energy consumption which agrees well with the actual situation.

![Fig. 1. Performance index $J$ with respect to $\Delta t_{\text{upper}}$.](image1)

![Fig. 2. Spacecraft’s attitude.](image2)
In this simulation case, we choose the parameters $N=10$ and $\Delta t_{\text{upper}}=100$ s. Figs. 2-4 show the responses of attitude angle $\lambda$ and angular velocities of spacecraft $\omega$ as well as angular velocity of momentum wheels $\omega_\omega$, respectively. In each figure, we compared the results in the case of NLP initial feasible solution (top) and NLP optimal solution (bottom). Obviously, in the initial feasible solution of NLP, the Euler angles $\lambda$ tend to the final attitude angle all the time while the variation curve is not smooth. The curve of $\omega_\omega$ is oscillating and unstable, which means that the control inputs vary severely during the attitude maneuvers. After a period of the NLP optimizing, Euler angle $\lambda$ approaches the desired states gradually, control curve $\omega_\omega$ is steady and smooth, and the energy function of the control decreases from 7.3217 to $9.1401 \times 10^{-4}$. 
3. Attitude determination algorithm based on the improved gyro-drift model

Attitude determination is the process of computing the orientation of the spacecraft relative to an inertial reference frame or some reference objects in space (e.g., Earth, Sun, Star) using attitude sensors. It is prerequisite of attitude maneuvering control for spacecraft. For a three-axis stabilized spacecraft, the attitude measurement system consisting of gyroscopes and star sensors is the typical composition of attitude determination. Based on the attitude kinematical equations of spacecraft, combined with Extend Kalman Filter (EKF) algorithm, the attitude can be estimated and the accumulated errors of gyroscopes can be eliminated using star sensor data. Modeling the gyro drift is required for the process and zero-order or one-order Markovian model is usually adopted. When adopting the above gyro drift model, the filter has good performance and fast rate of convergence. However, the estimated error curves of attitude and angular velocity are not smooth with various noises and the maximum relative error can reach to 10%. Since attitude and angular velocity are the feedback signals in the attitude control system (ACS), the unstable estimated errors may affect the stability and precision of the control system. For this problem, two types of improved gyro drift models are presented to decrease the steady state deviation of estimated errors and improve the estimated accuracy (Qian et al., 2009).

3.1 Gyro-based attitude determination scheme

3.1.1 Fundamental principle

In the gyro-based attitude determination system, the gyro data provide a continuous attitude reference through attitude propagation, but the estimated attitude errors accumulate due to the gyro drift. Star sensor data provide high-precision attitude information to eliminate the errors at some sampling rate, thereby data processing is indispensable owing to the measurement errors. Therefore, the attitude filter can be established using the gyroscope and star sensor data, where the Extended Kalman filter algorithm is used to estimate and correct the attitude.

3.1.2 State equation of attitude determination system

The gyro-based determination scheme includes prediction estimation and observation correction. Corresponding attitude estimation model includes the state prediction model and state-error estimation model.

The orbital coordinate system is selected as the reference frame of the attitude motion of the spacecraft, and the state equations of the attitude determination system can be represented as (Wertz, 1998)

\[
\dot{q} = \frac{1}{2} \Omega (\omega^b_{ob}) q
\]

(13)

\[
b = v_b
\]

(14)

where \( q = [q_1, q_2, q_3, q_4]^T \) denotes orbital-to-body attitude quaternion, \( \omega^b_{ob} \) denotes the angular velocity in the orbital coordinate system determined by \( \omega^b_{ob} = \omega - R_b^s (\varphi) \cdot \omega^s, \varphi \) denotes the inertial angular velocity measured by the gyroscope, \( \omega = \mathbf{U} - \mathbf{b} - v_s \); \( R_b^s \) is the orbital-to-
body attitude matrix, \( \omega_\text{o} \) denotes the orbital angular velocity with respect to inertial space. \( b \) is the drift-rate bias and \( \nu_g \) is the drift-rate noise.

1. State prediction model

Integrating the Eq.(13) the attitude quaternion estimates in the interval \([t - \Delta t_g, t]\) can be obtained, and the prediction model of state estimation is given by

\[
\hat{q}(t) = \hat{q}(t - \Delta t_g) + \frac{1}{2} \Omega \left( \omega_\text{b} \cdot \Delta t_g \right) \hat{q}(t - \Delta t_g)
\]

where superscript “\(^\wedge\)” denotes the estimates of the corresponding value.

2. Error state equation

The error state equation of the error quaternion can be given by (Wang, 2004)

\[
\begin{align*}
\Delta \hat{q}_1 &= 0 \\
\Delta \hat{q}_{24} &= -[\hat{\omega} \times] \Delta q_{24} - \frac{1}{2} \Delta b - \frac{1}{2} \nu_g \\
\Delta \hat{b} &= \nu_b
\end{align*}
\]

where \( \Delta q = [\Delta q_1 \ \Delta q_{24} ]^T \) denotes the attitude error quaternion, and \( \Delta b = b - \hat{b} \).

3.1.3 Observation model

**Observation model 1:** When gyroscope and star sensor are adopted as the sensors for the attitude determination system, the error state vector is defined as \( \delta X = [\Delta q_2 \ \Delta q_3 \ \Delta q_4 \ \Delta b_1 \ \Delta b_2 \ \Delta b_3]^T \), and the observation vector is observation residuals of the star sensor defined as \( \bar{z} = [\Delta \phi \ \Delta \theta \ \Delta \psi]^T \). With the small angle approximations, the observation equation can be given by

\[
z_k = H_k \cdot \delta x_k + \nu_k
\]

with

\[
\begin{bmatrix}
\Delta \phi \\
\Delta \theta \\
\Delta \psi
\end{bmatrix} = 
\begin{bmatrix}
\phi_m \\
\theta_m \\
\psi_m
\end{bmatrix} - 
\begin{bmatrix}
\hat{\phi} \\
\hat{\theta} \\
\hat{\psi}
\end{bmatrix}
\]

where \([\hat{\phi} \ \hat{\theta} \ \hat{\psi}]^T \) is the attitude estimate derived from the prediction model, and the observation matrix is \( H_k = [2 I_{3 \times 3} \ 0_{3 \times 3}] \).

**Observation model 2:** When the attitude sensors for the attitude determination system are chosen as gyroscope and sun sensor as well as infrared horizon sensor, the constant biases along roll axis and pitch axis of the infrared horizon sensor are generally augmented into the state variable. Therefore, we choose the state vector as \( \bar{x} = [q^T(t) \ b^T(t) \ \phi_{bias} \ \theta_{bias}]^T \) and
error state vector as \( \delta x = [\Delta q_2, \Delta q_3, \Delta q_4, \Delta \theta_1, \Delta b_3, \Delta \phi_{bias}, \Delta \theta_{bias}]^T \). Observation vector is the observation residuals between infrared horizon sensor and sun sensor, denoted as \( z_k = [\Delta \phi, \Delta \theta, \Delta D_z, \Delta D_y]^T \). Similarly, the observation equation is given by

\[
z_k = H_k \cdot \delta x_k + v_k
\]

with

\[
\begin{bmatrix}
\Delta \phi \\
\Delta \theta
\end{bmatrix} = \begin{bmatrix}
\varphi_m - \hat{\phi}_{bias} \\
\theta_m - \hat{\theta}_{bias}
\end{bmatrix} - \begin{bmatrix}
\phi \\
\theta
\end{bmatrix}
\]

\[
\begin{bmatrix}
\Delta D_z \\
\Delta D_y
\end{bmatrix} = \begin{bmatrix}
D_{zm} - \hat{D}_z \\
D_{ym} - \hat{D}_y
\end{bmatrix}
\]

where \( \hat{\phi}_{bias} \) and \( \hat{\theta}_{bias} \) represent the bias error estimates along the roll and pitch axes of the infrared horizon sensor, respectively. \( [D_{zm}, D_{ym}]^T \) and \( [\hat{D}_z, \hat{D}_y]^T \) represent the measurements from Sun sensor and corresponding estimates, respectively.

### 3.2 Improved gyro drift model

**Improved gyro model 1:** Error quaternion \( \Delta q \) is introduced into the gyro drift model (Thienel, 2004), that is

\[
\Delta \dot{b} = \frac{\alpha}{2} \cdot \Delta q_{z4} \cdot \text{sign}(\Delta q_1) + v_b
\]

where \( \alpha \) is a positive scale factor, \( \text{sign}() \) is sign function.

The above gyro drift model makes good use of the observability of \( \Delta q \) and associates \( \Delta q \) with gyro drift \( \Delta b \). Hence, \( \Delta q \) is fed back to \( \Delta b \) thus \( \Delta \dot{b} \) is adaptive. This can improve the estimated precision of \( b \) and decrease the steady state error of \( \Delta b \). The analysis is as follows.

At time \( t \), let the quaternion \( q \) represent the actual orientation of the rigid body with respect to the reference system, and corresponding rotation angle is \( \Phi \). Simultaneously, \( \hat{q} \) is the estimated quaternion and \( \hat{\Phi} \) is the rotation angle. If the attitude is referred as a rotation, then attitude error is the rotation from actual attitude to estimated attitude, defined by

\[
\Delta q = \begin{bmatrix}
\cos \frac{\Delta \Phi}{2} & E_x \sin \frac{\Delta \Phi}{2} & E_y \sin \frac{\Delta \Phi}{2} & E_z \sin \frac{\Delta \Phi}{2}
\end{bmatrix}^T
\]

where \( \Delta \Phi \) is the rotation angle derived from the rotation from \( q \) to \( \hat{q} \) about \( E \) axis, \( \Delta \Phi \in [0, 2\pi) \); \( E_x, E_y, E_z \) are the components of unit vector of \( E \) expressed in the \( Oxyz \) coordinate system.

If \( \Delta q_1 = \cos \frac{\Delta \Phi}{2} > 0 \), \( \Delta \Phi \in (0, \pi) \), it is seen that \( \hat{q} \) advances \( q \), that is, \( \hat{\Phi} > \Phi \). The rotation is illustrated in Fig. 5(a).
Fig. 5. The rotation of the error quaternion

We have $\text{sign}(\Delta q_1) = 1 > 0$, and the magnitude of $\Delta \hat{b}$ can be given by the product of scale factor $\frac{\alpha}{2}$ and $\Delta q_{2\phi}$. If $\Delta q_1 = \cos \frac{\Delta \Phi}{2} < 0$, the results can be analogously analyzed.

**Improved gyro model 2:** The statistic mean of drift error $\Delta \hat{b}$ can be used for its estimate value, that is

$$\Delta \hat{b} = E[\Delta \hat{b}(t_i)] \quad t_i \in [t - \Delta T, t] \quad (22)$$

This model makes use of the noise distribution property of $\Delta \hat{b}$ in steady state and decreases the estimated error by the data processing. In this chapter, this model is applied in the Mode II of the following attitude determination scheme.

### 3.3 Filter implement

Based on the previous derivation, attitude determination scheme using EKF algorithm consists of state prediction and observation correction with the flow chart illustrated in Fig. 6.

---

**Fig. 6. The flow chart of attitude determination scheme**
3.4 Simulation results
In this section, two types of mode of attitude determination system are used to estimate attitude. In each mode, we adopt different gyro drift model previously discussed. The following parameters are used for simulation.

The gyro "measurements" are simulated with a gyro noise standard deviation 0.1 deg/hr, a constant drift of 5 deg/hr, and measurement frequency of 50 HZ. The measurement error of star sensor is Gaussian white noise of 0.1 arcsec and measurement frequency is 5HZ. The measurements of infrared horizon sensor are simulated with a constant bias of 0.1 deg, and Gaussian white noise of 0.05 deg and measurement frequency is 1 HZ.

3.4.1 Mode I
For the observation model 1 previous described, two types of gyro drift model are used in simulations. They are $\Delta \dot{b} = v_b$ (Traditional gyro model) and $\Delta \dot{b} = \frac{\alpha}{2} \cdot \Delta q_{24} \cdot \text{sign}(\Delta q_1) + v_b$ (Improved gyro model 1). The simulation results are shown as follows.

Fig. 7. Comparison of the attitude estimated error.

Fig. 8. Comparison of the gyro random drift estimated error.
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<table>
<thead>
<tr>
<th></th>
<th>$\dot{\lambda}$</th>
<th>$b$</th>
<th>$\omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional gyro model</td>
<td>Max</td>
<td>0.0024</td>
<td>0.4831</td>
</tr>
<tr>
<td></td>
<td>RMSx</td>
<td>7.251e-4</td>
<td>0.1089</td>
</tr>
<tr>
<td></td>
<td>RMSy</td>
<td>6.962e-4</td>
<td>0.1134</td>
</tr>
<tr>
<td></td>
<td>RMSz</td>
<td>6.498e-4</td>
<td>0.1027</td>
</tr>
<tr>
<td>Improved gyro Model 1</td>
<td>Max</td>
<td>0.0018</td>
<td>0.2067</td>
</tr>
<tr>
<td></td>
<td>RMSx</td>
<td>4.147e-4</td>
<td>0.0238</td>
</tr>
<tr>
<td></td>
<td>RMSy</td>
<td>3.846e-4</td>
<td>0.0219</td>
</tr>
<tr>
<td></td>
<td>RMSz</td>
<td>4.304e-4</td>
<td>0.0249</td>
</tr>
</tbody>
</table>

Table 3. Max and RMS of the stabilization estimate error (attitude unit: deg)

It is shown that the precision of the estimate of attitude and gyro drift increased dramatically when adopting improved gyro model 1. The attitude angular estimated error curves are smooth and the stability is enhanced. When adopting traditional gyro model, the attitude filter converged in 50 sec, but the estimated error is not stable; when adopting improved gyro model 1, the filter converged after a gap of 200 sec, but the estimated error is stable. Therefore, two types of gyro model can be integrated in use.

3.4.2 Mode II

For the observation model 2 previous described, two types of gyro drift model are used in simulations. They are $\Delta \dot{b} = v_b$ (Traditional gyro model) and $\Delta \dot{b} = E[\Delta b(t)]$ (Improved gyro model 2). The simulation results are shown as follows.

![Comparison of the attitude estimated error](Fig. 9)

From the Figs. 9-10 and Table 4, we can see that the precision of the estimate of attitude and gyro drift increased and the stability is enhanced when adopting improved gyro model 2. Theoretical analysis and simulation results indicate that the attitude determination system satisfies the design requirement and the improved gyro drift models are feasible and efficient.
Traditional gyro model

<table>
<thead>
<tr>
<th></th>
<th>$\lambda$</th>
<th>$b$</th>
<th>$\omega$</th>
<th>$\phi_{\text{bias}}$, $\theta_{\text{bias}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional gyro model</td>
<td>Max</td>
<td>0.3033</td>
<td>2.3769</td>
<td>7.280e-4</td>
</tr>
<tr>
<td></td>
<td>RMSx</td>
<td>0.0516</td>
<td>0.3759</td>
<td>1.080e-4</td>
</tr>
<tr>
<td></td>
<td>RMSy</td>
<td>0.0423</td>
<td>0.4179</td>
<td>1.194e-4</td>
</tr>
<tr>
<td></td>
<td>RMSz</td>
<td>0.0887</td>
<td>0.7534</td>
<td>2.112e-4</td>
</tr>
<tr>
<td>Improved gyro Model 2</td>
<td>Max</td>
<td>0.1527</td>
<td>0.1575</td>
<td>1.556e-4</td>
</tr>
<tr>
<td></td>
<td>RMSx</td>
<td>0.0219</td>
<td>0.1096</td>
<td>4.125e-5</td>
</tr>
<tr>
<td></td>
<td>RMSy</td>
<td>0.0202</td>
<td>0.0112</td>
<td>2.784e-5</td>
</tr>
<tr>
<td></td>
<td>RMSz</td>
<td>0.0393</td>
<td>0.0463</td>
<td>3.057e-5</td>
</tr>
</tbody>
</table>

Table 4. Max and RMS of the stabilization estimate error (attitude unit: deg)

4. Attitude control of three-axis stabilized spacecraft with momentum wheel system

Attitude control is the process of orienting the spacecraft in a specified or predetermined direction, which makes the spacecraft obtain the desired attitude angle and angular velocity. Attitude control in the large angle attitude maneuvers of spacecraft belongs to the tracking control area, and many mature control methods can be referred, e.g., classical control, adaptive control, robust control, prediction control, multimode control and intelligent control, et al. In this section, a key problem above control decoupling and precession inhibition for zero-bias-momentum spacecraft is discussed.

Although the angular momentum exchange device such as momentum wheel is widely applied to attitude control for three-axis stabilized spacecraft, further studies about control decoupling and precession inhibition are deficient. For example, when the satellite is controlled by the momentum wheel operated only in rate mode, it is known to decouple the roll and yaw channels for bias-momentum satellite. However, the decoupling is not usually carried out for zero-bias-momentum satellite, since three axes of it are usually assumed independent. In fact, if the momentum wheel operated only in rate mode, whatever the bias-momentum scheme or zero-bias-momentum scheme, the decoupling along roll and yaw channel must be carried out. Otherwise, there exists precession in both roll and yaw.
directions. But in the actual practice, the decoupling is dispensable since the control scheme includes magnetic control besides wheel control (Stickler & Alfriend, 1974). (Tian et al., 2001; Qian, 2002) analyze the ACS stability of spacecraft with angular momentum exchange device as actuator, and demonstrate that the introduction of magnetic unloading control can damp precession motion of the spacecraft effectively, which is the main reason why it is dispensable to decouple along roll and yaw channel. But in this way, the magnetic torque actuator is always required in work mode against the original design intention of the magnetic unloading system. Therefore, some researchers (Li et al., 2009) present a method to adjust the magnetic dipole moments along pitch axis to eliminate the precession and nutation, which is proved to be effective.

In this section, the principle which is used to eliminate precession and nutation for bias-momentum spacecraft is introduced to solve the attitude control problem for zero-bias-momentum spacecraft. Moreover, according to the differences between zero-bias-momentum scheme and bias-momentum scheme, the magnetic control command law has been improved to solve the precession inhibition problem effectively for zero-bias-momentum spacecraft.

4.1 Kinematic and dynamic model of attitude motion
4.1.1 Kinematic equation of motion
Based on the small-angle approximations, the linearized kinematic equation of motion of spacecraft can be given by (Wertz, 1998)

\[ \omega = \begin{bmatrix} \dot{\phi} - \omega_0 \psi \\ \dot{\theta} - \omega_0 \\ \dot{\psi} + \omega_0 \phi \end{bmatrix} \]  

(23)

where \( \omega \) is the angular velocity of spacecraft with respect to inertial frame, \( \omega_0 \) denotes the orbital angular velocity.

4.1.2 Dynamic equation of motion
Considering the rigid body model of spacecraft, the dynamic equation of motion of spacecraft equipped with momentum wheels as actuators is given by

\[ I \ddot{\omega} + [\omega \times] (I \omega + h) = -h + T_c + T_d \]  

(24)

Note that \( H = I \omega \) represents the angular momentum vector of spacecraft. \( I \) is the moment-of-inertia tensor; \( h \) is the wheel control torque. \( T_c \) is the control torque which is not provided by the wheels and \( T_d \) is disturbance torque.

Substituting Eq.(23) into Eq.(24) yields the dynamic equations of motion with Euler angle representation given by

\[ M_{dx} = I_x \ddot{\phi} + (I_y - I_z) \omega_0 \dot{\psi} + (I_y - I_z) \omega_0^2 \phi + I \Omega_x + I \Omega_z (\dot{\theta} - \omega_0) - I \Omega_y (\dot{\psi} + \omega_0 \phi) \]

\[ M_{dy} = I_y \ddot{\psi} + I \Omega_y + I \Omega_z (\dot{\phi} + \omega_0 \psi) - I \Omega_x (\dot{\phi} - \omega_0 \psi) \]  

(25)

\[ M_{dz} = I_z \ddot{\theta} - (I_y - I_z) \omega_0 \phi + (I_y - I_z) \omega_0^2 \psi + I \Omega_z + I \Omega_y (\dot{\phi} - \omega_0 \psi) - I \Omega_x (\dot{\theta} - \omega_0) \]
4.1.3 Disturbance torque

Since the environmental torques are not only related to the orbit, shape, and mass distribution of the spacecraft, but also solar activity, season, date and diurnal fluctuation, the calculations of environmental torques are very complicated. In the preliminary design, a Fourier expansion is usually used for disturbance torques expressed in the body frame of spacecraft with the consideration of the zero-order and one-order term. The orbital frequency $\omega_0$ is chosen as the basic frequency of the harmonic term. Therefore, the disturbance torque model used in this chapter can be written as

$$
T_d = 10^{-3} \begin{bmatrix}
3\cos \omega_0 t + 1 \\
1.5\sin \omega_0 t + 3\cos \omega_0 t \\
-3\sin \omega_0 t + 1
\end{bmatrix} \text{(Nm)}
$$

(26)

It is seen that the accumulated torque impulse arising from disturbance torque along pitch axis is zero. For small attitude angle, when the spacecraft orbits one circle, the accumulated impulse generated by the constant components of disturbance torque in the roll and yaw directions is approximately zero, while the accumulated impulse generated by the harmonic components are $\Delta H^1_x = 3T$, and $\Delta H^1_z = 0$, respectively, where $T$ is the orbital period.

4.2 Analysis of stability

Since the values of $\phi, \theta, \psi$ and $\dot{\phi}, \dot{\theta}, \dot{\psi}$ are very small, the linearization of the dynamic model can be given by

$$
I_y \ddot{\psi} = -h_y + T_{dy}
$$

(27)

$$
\begin{bmatrix}
I_z s^2 + g_z \omega_0 \\
-g_0 s \\
I_z s^2 + g_z \omega_0
\end{bmatrix}
\begin{bmatrix}
\phi \\
\theta \\
\psi
\end{bmatrix}
= - \begin{bmatrix}
s \\
-\omega_0 \\
s
\end{bmatrix}
\begin{bmatrix}
h_x \\
h_y \\
h_z
\end{bmatrix}
+ \begin{bmatrix}
T_{cx} + T_{dx}
\end{bmatrix}
$$

(28)

It follows that

$$
g_x = (I_y - I_z) \omega_0 - h_y,
$$

$$
g_z = (I_y - I_z) \omega_0 - h_y,
$$

$$
g_0 = (I_y - I_x - I_z) \omega_0 - h_y
$$

From the above equations, we can see that the pitch axis loop is independent of roll and yaw axes and can be designed separately. There exists a close coupling along roll and pitch axis, and the coupling are different owing to the different control schemes. Consequently, the above attitude control is a nonlinear control problem which can be solved using two kinds of methods. One is to design the nonlinear control law for nonlinear problem, the other is to consider the coupling terms arising from the orbital frequency and angular momentum of wheels are small and assume the three channels are independent, so the control law can be designed separately.
In fact, if the spacecraft is controlled only by reaction wheels, whether the reaction wheels are operated in moment mode or momentum mode, the roll and yaw channels must be decoupled. Otherwise, the closed loop response of the system is a pure oscillation at an angular frequency of \( \omega_0 \). The analysis is as follows.

Consider the spacecraft is controlled with the wheels operated in rate mode and ignore the constant external disturbances. The linearized feedback control law along \( x \) axis and \( z \) axis is given by

\[
\begin{bmatrix}
V_x(s) \\
V_z(s)
\end{bmatrix} = \mathbf{G}_c(s) \begin{bmatrix}
\phi \\
\psi
\end{bmatrix}
\]

where \( \mathbf{G}_c \in F^{2 \times 2} \) is the transfer function, \( V_X \) and \( V_Z \) represent the control voltage of the reaction wheels along \( x \) axis and \( z \) axis, respectively.

Assume the initial attitude angle and angular velocity are zero, so we have

\[
\begin{bmatrix}
h_x \\
h_z
\end{bmatrix} = \begin{bmatrix}
\frac{K_r}{1 + T_r} & 0 \\
0 & \frac{K_r}{1 + T_r}
\end{bmatrix} \begin{bmatrix}
V_x \\
V_z
\end{bmatrix}
\]

(30)

Substitute Eq.(30) into Eq.(24) and consider the spacecraft is controlled only by wheels, that is, \( T_{cx} = T_{cz} = 0 \), so we can obtain

\[
\begin{bmatrix}
I_x s^2 + g_x \omega_0 \\
-g_x s^2 + I_z s \omega_0 
\end{bmatrix} \begin{bmatrix}
\phi \\
\psi
\end{bmatrix} = \begin{bmatrix}
T_{dx} \\
T_{dz}
\end{bmatrix} - \frac{K_r}{1 + T_r} \begin{bmatrix}
\omega_0 & -\omega_0 \\
-\omega_0 & \omega_0
\end{bmatrix} \begin{bmatrix}
\phi \\
\psi
\end{bmatrix}
\]

(31)

\[
\begin{bmatrix}
\phi \\
\psi
\end{bmatrix} = \frac{1}{s^2 + \omega_0^2} \left( I_x s \begin{bmatrix}
\phi \\
\psi
\end{bmatrix} + \mathbf{G}_c \frac{K_r}{1 + T_r} \begin{bmatrix}
\omega_0 & -\omega_0 \\
-\omega_0 & \omega_0
\end{bmatrix} \begin{bmatrix}
\phi \\
\psi
\end{bmatrix} \right)^{-1} \begin{bmatrix}
T_{dx} \\
T_{dz}
\end{bmatrix}
\]

(33)

It is obvious that no matter what the forms of \( \mathbf{G}_c \), \( s = \pm j \omega_0 \) are always a couple of poles of the closed loop system. However, \( s = \pm j \omega_0 \) are the uncontrolled modality of the system, and the system always oscillate with the angular frequency \( \omega_0 \), that is, there exists precession in both roll and yaw directions. Therefore, it is imperative to introduce some other controls to eliminate the above precession for the zero-bias-momentum spacecraft.

### 4.3 Principle of magnetic control

For the precession inhibition problem without decoupling, (Tian et al., 2001; Qian, 2002) demonstrated that the introduction of magnetic unloading control can damp spacecraft precession effectively. But the magnetic actuator is always required in work mode against the original design intention of the magnetic unloading system. (Li et al., 2009) presents a method to adjust the magnetic dipole moments along pitch axis to eliminate the precession.
and nutation for three-axis stabilized spacecraft. In this section, we introduce the principle that how to eliminate precession and nutation used in bias-momentum wheel spacecraft and improve the magnetic control law.

Precession control and nutation damping are provided by driving the pitch dipole according to

\[ M_y = -K_1 B_x \phi - K_2 B_y \psi + m_y - K_3 \dot{B}_y \]  

(34)

where \( \phi \) and \( \psi \) represent the corresponding deviation of roll and yaw angle from the command attitude, respectively; \( B \) represents magnetic field intensity; \( \dot{B}_y \) is derived from the differential of the magnetometer aligned along \( y \) axis; \( m_y \) is the magnetic moment used to eliminate precession, and \( K_1, K_2, K_3 \) are the gains. The discussion below demonstrated that the prior three terms provide precession control and the last one nutation damping.

**4.3.1 Nutation damping**

For small attitude errors, we have

\[ \dot{B}_y = B_y \dot{\phi} - B_x \dot{\psi} \]  

(35)

Control torques caused by the nutation damping term \((-K_3 \dot{B}_y)\) in Eq.(34) are given by

\[
\begin{align*}
T_{Mx} &= -K_3 \dot{B}_y B_z = -K_3 B_x^2 \dot{\phi} + K_3 B_y B_z \dot{\psi} \\
T_{Mz} &= -K_3 \dot{B}_y B_x = -K_3 B_x^2 \dot{\psi} + K_3 B_z B_x \dot{\phi}
\end{align*}
\]

(36)

The first term on the right-hand-side indicates the damping torque is proportional to the nutational amplitude. The pitch component of the magnetic field intensity generally varies small, whereas the value of \( \dot{B}_y \) is somewhat larger when the spacecraft performs the nutational cone motion, which can generate the damping torques together with geomagnetic field.

**4.3.2 Precession control**

Ignore the related term associated with the moment of inertia and consider the coupling term associated with orbital motion solely. The precession equations of motion are given by

\[
\begin{align*}
\omega_0 h_y \phi + h_y \dot{\psi} - h_z \omega_0 &= T_{cx} \\
-h_y \dot{\phi} + \omega_0 h_y \psi + h_x \omega_0 &= T_{cz}
\end{align*}
\]

(37)

For bias-momentum spacecraft, we have inequalities \( h_y \gg h_x \) and \( h_y \gg h_z \), so the precessional effects generated by \( h_x \) and \( h_z \) with respect to \( h_y \) are small quantity, which can be ignored. However, \( h_x, h_y, h_z \) are all small quantities for zero-bias-momentum spacecraft. The method used in bias-momentum spacecraft can be used in zero-bias-momentum spacecraft to eliminate the precession results from quantity \( h_y \), but falls short in the precession arising from \( h_x \omega_0 \) and \( h_z \omega_0 \). It can be further seen from the simulation results below that the magnetic actuator can weaken the precession amplitude dramatically but there still exists precession. Accordingly, momentum moment of reaction wheels referred as feedback signal is introduced to magnetic torque, which eliminates the precession arising from \( h_x \) and \( h_z \) effectively. Simulation results verify the feasibility of the scheme.
1. Elimination of precession caused by $h_y$

Assume the magnetic dipole moment is adopted in the similar form used in bias-momentum spacecraft, that is

$$M_{y1} = -K_1 B_x \phi - K_2 B_z \psi$$

(38)

and the generated magnetic torque can be given by

$$T_1 = M_{y1} \times B = \begin{bmatrix} 0 & M_{y1} & 0 \\ M_{y1} & 0 & 0 \\ 0 & 0 & B_z \end{bmatrix} = \begin{bmatrix} -K_1 B_x B_z \phi - K_2 B_z^2 \psi \\ 0 \\ K_1 B_x^2 \phi + K_2 B_z B_z \psi \end{bmatrix}$$

(39)

it can be changed to

$$T_{cz1} = \begin{bmatrix} -K_1 B_x B_z & -K_2 B_z^2 \\ K_1 B_x^2 & K_2 B_z B_z \end{bmatrix} \begin{bmatrix} \phi \\ \psi \end{bmatrix} = \begin{bmatrix} -k_1 & -k_2 \\ k_3 & k_4 \end{bmatrix} \begin{bmatrix} \phi \\ \psi \end{bmatrix}$$

(40)

with

$$k_1 = K_1 B_x B_z \\ k_2 = K_2 B_z^2 \\ k_3 = K_1 B_x^2 \\ k_4 = K_2 B_z B_z$$

(41)

The percession equations of motion results from $h_y$ via Eq.(37) can be given by

$$-h_y (\dot{\psi} + \omega_h \phi) = T_{cz1}$$

$$h_y (\dot{\phi} - \omega_h \psi) = T_{cz1}$$

(42)

which can be rewritten as

$$\begin{bmatrix} -\omega_h h_y & -sh_y \\ sh_y & -\omega_h h_y \end{bmatrix} \begin{bmatrix} \phi \\ \psi \end{bmatrix} = \begin{bmatrix} T_{cz1} \\ T_{cz1} \end{bmatrix}$$

(43)

Combining Eq.(40) gives

$$\begin{bmatrix} \omega_h h_y - k_1 & sh_y - k_2 \\ -sh_y + k_3 & \omega_h h_y + k_4 \end{bmatrix} \begin{bmatrix} \phi \\ \psi \end{bmatrix} = 0$$

(44)

The characteristic equation of the system is given by

$$C(s) = s^2 h_y^2 + h_y (k_2 + k_3) s + k_2 k_3 - k_1 k_4 + (k_4 - k_1) \omega_h h_y + \omega_h^2 h_y^2 = 0$$

(45)

For bias-momentum spacecraft, we have $h_y < 0$, but for zero-bias-momentum spacecraft the value of $h_y$ can be a positive or negative, different from the one of bias-momentum spacecraft. By the Routh criterion, one finds that the stability requirements are
We can find the identity $k_3 k_3 = k_1 k_4$ via Eq.(41). If we set $K_1 = K_2$ in Eq.(41), thus we can obtain $k_1 = k_4$ and Eq.(47) can be reduced to $\omega_0^2 y_0^2 > 0$, which satisfies the stability condition. Furthermore, substituting $k_2$ and $k_3$ into Eq.(46) gives

$$-h_y(k_2 + k_3) > 0$$  \hspace{1cm} (46)

$$k_2 k_3 - k_1 k_4 + (k_4 - k_1) \omega_0 h_y + \omega_0^2 h_y^2 > 0$$  \hspace{1cm} (47)

Together with the equality $K_1 = K_2$ leads to

$$-h_y K_1 (B_x^2 + B_z^2) > 0$$  \hspace{1cm} (48)

so

$$h_y K_1 < 0$$  \hspace{1cm} (50)

Therefore, the sign of $K_1$ can be determined by $-\text{sign}(h_y)$ and the magnitude of it can be computed by the performance indices of second-order system $C(s)$, where $\text{sign}(\bullet)$ is sign function.

2. Elimination of precession caused by $h_x$ and $h_z$

It is known from the previous analysis that the method used in bias-momentum spacecraft to eliminate precession can’t weaken the precession terms of $-h_z \omega_0$ and $h_x \omega_0$. To solve this problem, the approach that adding the additional magnetic dipole moment along pitch axis is presented. Suppose $m_y$ is that magnetic moment, and using the relation $T_{m1} = m_y \times B$ we can obtain

$$T_{m11} = m_y B_z$$

$$T_{m21} = -m_y B_x$$

The value of $m_y$ can be determined by minimizing the following function

$$J = \left[ m_y B_z - (-h_z \omega_0) \right]^2 + \left[ -m_y B_x - (h_x \omega_0) \right]^2$$  \hspace{1cm} (52)

Setting $\frac{\partial J}{\partial m_y} = 0$ leads to

$$2m_y B_z^2 + 2B_z h_z \omega_0 + 2m_y B_x^2 + 2B_x h_x \omega_0 = 0$$  \hspace{1cm} (53)

from which we have

$$m_y = \frac{(B_x h_z + B_z h_x)}{B_x^2 + B_z^2} \omega_0$$  \hspace{1cm} (54)
4.3.3 Magnetic dipole moment
According to the previous analysis, the control torque to eliminate the precession can be given by

\[
T = T_1 + T_{m1} = \begin{bmatrix}
-K_1 B_x B_z \varphi - K_2 B_z^2 \psi + m_y B_z \\
K_1 B_z^2 \varphi + K_2 B_x B_z \psi - m_y B_x
\end{bmatrix}
\] (55)

and the corresponding command acting on the pitch axis is

\[
M_y = M_{y1} + m_y = -K_1 (B_x \varphi + B_z \psi) + m_y
\] (56)

So the magnetic dipole moment along pitch axis can be obtained by

\[
M_y = -K_1 (B_x \varphi + B_z \psi) - K_3 \dot{B}_y + m_y
\] (57)

which is in agreement with Eq.(34).

4.4 Simulation results
The feasibility of the proposed scheme is verified by the numerical simulations. The PID control law is adopted in the zero-bias-momentum spacecraft and the following parameters are used in simulations.

In accord with the previously stated assumptions regarding the geomagnetic field and orbit, we have

\[
\begin{cases}
B_x = B_0 \cos u \\
B_y = 0 \\
B_z = 2B_0 \sin u
\end{cases}
\]

where \(B_0 = 10^{-2}(T)\) is the equatorial magnetic field intensity, and \(u = \omega_0 t\) is the orbit argument, measured from ascending node. The spacecraft’s moment of inertia tensor is

\[
I = \begin{bmatrix}
4229.8 & 48.9 & 1.1 \\
48.9 & 1458.2 & 252.6 \\
1.1 & 252.6 & 4450.6
\end{bmatrix} \text{(kg\cdot m}^2\text{)}
\]

The parameters of PID control law are \(K_p = 3 \times 10^{-3} \cdot \text{diag}(I)\), \(K_d = 7.36 \times 10^{-2} \cdot \text{diag}(I)\) and \(K_i = 1 \times 10^{-5} \cdot \text{diag}(I)\), respectively. The orbital angular velocity is \(\omega_0 = 0.001(\text{rad / s})\). The initial states are set as \(\varphi_0 = \theta_0 = \psi_0 = 0.5^\circ\), and \(\varphi = [0.04 \quad -0.08 \quad 0.04]^T (\text{rad / s})\). The gains are chosen as \(K_1 = K_2 = 8.2 \times 10^4\) and \(K_4 = 10\).

4.4.1 Case 1
Consider the PID control law is solely adopted for the zero-bias-momentum spacecraft. The simulation results are shown as Fig. 11. It is shown that the attitude and wheel speed oscillate with frequency \(\omega_0\), which agrees well with the preceding stability analysis. The amplitude of attitude is \(0.5^\circ\), and the curves of attitude and wheel speed in both roll and yaw directions diverge. Therefore, the additional control torque is required to eliminate precession and nutation for the ACS since PID control law doesn’t work well.
4.4.2 Case 2
On the basis of Case 1, the method for eliminating precession and nutation used in the bias-momentum system is introduced to zero-bias-momentum system, that is, we use the magnetic dipole moment along pitch axis, $M_y = -K_1B_x\varphi - K_2B_z\psi - K_3B_y$. As can be seen in Fig. 12, the attitude can converge quickly and the precession effect is weakened. But from the wheel speed curve, we can see that the precession is not wholly eliminated and still oscillates periodically.

4.4.3 Case 3
The precession caused by $h_x$ and $h_z$ is further studied in this case. $m_y$ is introduced into the pitch magnetic dipole moment, that is, $M_y = -K_1B_x\varphi - K_2B_z\psi + m_y - K_3B_y$. The simulation results are given in Fig.13. Compared with the previous cases, the convergence of attitude is better and attitude accuracy in steady state is higher. From the wheel speed curve we can see the effect of precession is basically eliminated, and the wheel speeds in three axes are stabilized at the neighborhood of corresponding fixed value. It is shown that the selected magnetic torque can be used to eliminate precession effectively, satisfying the attitude stabilization requirements of zero-bias-momentum system.
5. Conclusion

In this chapter, the three key techniques involved guidance, navigation and control are investigated. The method using NLP method to solve MEMCP is improved and a new construction method for initial feasible solution of the NLP is presented. The improved approach makes the initial attitude trajectory approach the actual one and improves the computational efficiency. For the attitude determination system, two types of improved gyro-drift models are presented. Simulation results show that the improved models can decrease the steady state deviation of estimated errors and improve the estimated accuracy. In the section 4, a key problem above control decoupling and precession inhibition for zero-bias-momentum spacecraft is discussed. The principle used to eliminate precession and nutation for bias-momentum spacecraft is introduced to solve the attitude control problem for zero-bias-momentum spacecraft. According to the differences between zero-bias-momentum scheme and bias-momentum scheme, the magnetic control command law has been improved to solve the precession inhibition problem effectively for zero-bias-momentum spacecraft.
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