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1. Introduction

Studies on omni-directional vision sensor with a large field of view have shown a superiority in sensing of surrounding and scene analysis. For omni-directional view, mainly a hyperboloid mirror or a conic mirror is installed in front of the camera lens, and application equipments are used in robot, car, etc. (Yamazawa et al., 1997; Torii & Imiya, 2004; Kawanishi et al., 2008; Kawanishi et al., 2009). Recently, in accordance with an experience in such applications, the study on omni-directional three dimensional (3D) recognition is increasing (Kubo & Yamaguchi, 2007; Nishimoto & Yamaguchi, 2008). This chapter describes 3D measurement using fish-eye lens as omni-directional optical device. Fish-eye lens provides a remarkable large field of view compared with a standard lens. Field of view (FOV) is nearly 180°. Concerning FOV, there are some FOVs (170°, 180°, 185°, etc.) by lens. Fish-eye camera is simple and compact compared with mirror mounting camera above. Difference from mirror mounting camera is as follows: no optical device in front of camera, and no blind spot in center of the image (mirror system captures the camera). 3D measurement by fish-eye stereo vision is one of evolution for wide range measuring. Fish-eye image has a peculiar distortion. But, handling of it is not hard, by using an established process to the distortion. Methods of 3D measurement using fish-eye camera have been proposed until now (Shah & Aggarwal, 1997; Oizumi et al., 2003; Hrabar et al., 2004; Gehrig et al., 2008). Necessary images for making a range data are acquired by binocular stereo or motion stereo. Range data is obtained by 3D equation which is decided by optical system, using a parallax quantity which is given by detection of a correspondence between two image pixels. Therefore, correctness of the correspondence is important. In correspondence process, an undistorted image, which is obtained by correcting an inherent distortion of the fish-eye image, is generally used. Correction of the distortion is performed by calibration methods as follows: method using the radial and tangential offset components by Nth-order polynomial, method of non-linear least mean squares fit, Bundle adjustment method, method by inverse model of fish-eye projection, etc. Using the undistorted image, the correspondence between two image pixels is decided by image matching (for example template matching). As such, the corrected image has an important role and is generally used for obtaining the range data. On the other hand, the method without the corrected image has been proposed. In such method, corresponding pixel is searched following an epipolar line at every coordinate. The epipolar line draws a complicated locus and the shape
of the locus is different every coordinate due to inherent distortion of fish-eye image. Therefore, it is generally hard to apply the epipolar geometry to fish-eye image. But, that method shows the applicability of the epipolar geometry using an invariance feature on translation, rotation and scale change in the image. Consequently, such method has the advantage that correspondence can be decided directly from the fish-eye image, though the measuring object is restricted because of a fixed shooting condition.

For defining the region which is composed of homogeneous pixels, segmentation is performed using the result of the correspondence process. Namely, segmentation process is needed for region classification and region extraction. For example, it can be used for recognizing the objects individually in moving objects measurement. Thus, this process has important role for scene analysis. In case of using corrected image, the conventional segmentation method which is used to the image from normal lens camera can be applied. Segmentation based on feature extraction is one of well known methods. If a specified shape (for example, pillar, door, ...) is stably shot, scene can be analyzed by depth information of vertical lines and/or horizontal lines. But, in case of a general scene and overlapping objects, it is considered that the method based on feature extraction is not enough accuracy. In such case, clustering based on 3D position data is useful. Namely, the pixels which close each other within a threshold of 3D distance are clustered. According to it, the region can be decided regardless shape and feature of the object. On the other hand, a direct segmentation to fish-eye image is proposed. Such method is based on homogeneity of pixels on concentric circumference. It has the advantage that the pixels are classified directly in the fish-eye image. However, application of the method is restricted because objects must be always shot from a particular angle. In 3D measurement using fish-eye images, correspondence process and 3D segmentation process have important role. Therefore, the process should be designed appropriately to a purpose of application.

In this chapter, section 2 describes fish-eye lens and construction of fish-eye vision, section 3 describes correspondence process and section 4 describes 3D segmentation. Section 5 explains an example of the experimental result in study of 3D measurement using fish-eye stereo vision. Result shows the measurement accuracy on 3D structure of scene and moving objects. Finally, section 6 concludes the chapter.

2. Fish-eye stereo vision

2.1 Fish-eye camera

Fish-eye lens provides a remarkable large FOV (nearly 180°) compared with a standard lens. Lineup of FOV which depends upon lens are 170°, 180°, 185°, etc. Using the fish-eye lens mounting camera (fish-eye camera), all-direction space in front of the lens is projected onto an image plane. Namely, by the projection image (fish-eye image), it is possible to handle a semispherical space in front of the fish-eye camera. As such, an extreme wide measurable space is an advantage of the fish-eye camera. So it is expected that the fish-eye camera produces a novel and creative possibilities of image application. As fish-eye transform, some methods (logarithmic mapping, log-polar mapping, polynomial transform, etc.) had been proposed. Recently, the equidistance projection model, the orthogonal projection model, etc. are used well. It is considered that these models are easily accepted because of popular first-order approximation and enough accuracy. Fig.1 shows the projection model of fish-eye lens. Fish-eye mapping is expressed by some of following (1)-(4):
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Fig. 1. Fish-eye mapping model

\[ r = f \theta \quad \text{(equidistance projection)}, \]  

\[ r = f \sin \theta \quad \text{(orthogonal projection)}, \]  

\[ r = 2 \tan \left( \frac{\theta}{2} \right) \quad \text{(stereographic projection)}, \]  

\[ r = 2 f \sin \left( \frac{\theta}{2} \right) \quad \text{(equisolid angle projection).} \]

Where, \( r \) is the distance of the point from the fish-eye image center, \( f \) is the focal length of the fish-eye lens and \( \theta \) is the zenith angle. Mechanism of the mapping is that a 3D ray from the nodal point on the lens is projected onto an image position which is specified by \( r \) using \( \theta \) and \( \alpha \). According to the mapping, as \( \theta \) is larger, the extension rate of \( r \) is reduced. Namely, space resolution towards periphery of image is decreased. Fig. 2 shows sample of fish-eye images. Caption of each figure mean as follows: Object, Direction of camera, Height above the ground. Inside of circle area is the fish-eye image region. According to it, decrease of space resolution towards periphery and large observable area can be confirmed. Decrease of resolution causes an image distortion. As seen in the sample, object bends in an arc by coordinate. That is there are different degrees of the distortion on different coordinates. Therefore, it is generally hard to apply the epipolar analysis to fish-eye image because of complicated epipolar lines. The sample also expresses a possibility of various shooting and measurement. For example, as seen in fig.2(c) and (d), omni-directional 3D recognition by looking up and overall observation of a passing object are interesting subjects. As such, though we need to note fish-eye image in handling, it is considered that the fish-eye camera has the potential on novel and creative image application.

2.2 Stereo vision

As a fish-eye vision system for 3D measurement, a binocular stereo or a motion stereo is generally used. In case of binocular stereo, matters to be attended to construct a stereo vision system are as follows: (1) Simultaneous capturing of two images, (2) Parallel two camera axes, (3) Center of each fish-eye image region, (4) Space resolution, etc. (1) is especially important in case of capturing moving object. Capturing equipments of two channels are used in many case. In case of using 1-ch capturing equipment, two images mixing device is useful. The device can be easily made by low cost relatively. It has an advantage that simultaneous capturing of two images and stereo image transmission by
Fig. 2. Samples of fish-eye image

1-ch are compensated. Fig.3 shows a sample of a mixed fish-eye image. It is a frame image composed of even field image of a picture from left camera and odd field image of a picture from right camera. Also, in the sample image, an image shift is seen. The shift quantity means parallax. It is different from the parallax of standard lens camera image. In fish-eye image, the quantity and the direction of shift are changed by coordinate. Then, it is hard to apply epipola geometry to fish-eye image directly, because epipola line is very complicated. Epipola geometry is important approach to 3D measurement and is described in section 3. (2) affects 3D measurement accuracy directly. Therefore, both of camera axes must be adjusted precisely on parallel. (3) means that fish-eye image is not always projected at same coordinate of different image plane. Projection shift is caused by lens attachment structure and is a few pixels in general. Therefore, for appropriate image processing, the coordinate of center of fish-eye image region must be reflected. Concerning (4), the number of pixel \((m \times n)\) of image plane should be decided with a mind to object image size. On the other hand, in case of motion stereo, matters to be attended to construction are as follows: (5) Correctability of camera moving, (6) Non-simultaneous of two images capturing. In motion stereo, two images are captured by position change of one camera. Therefore, (1) in binocular stereo is not probable. Concerning (2) and (3), problem for binocular stereo is not connected with motion stereo. Concerning (4), motion stereo and binocular stereo are the same. (5) means a high accurate moving system which is equivalent to a base-line in binocular stereo. Namely, correctness on a position and a direction in camera movement is required. (6) means second image is captured late because it takes time for position change of camera. Therefore, basically, moving object is not measurable in motion stereo.
3. Correspondence process

3.1 Correction of image

In case of normal camera, correspondence pixel is easily detected by template matching method because epipolar line is simple. But, in case of fish-eye stereo, the shape and the direction of the epipolar line are different at different coordinate, due to an inherent distortion of the image. Then, it is generally impossible to apply the simple method to detection of correspondence pixel. So, an undistorted image is usually made by correction of the fish-eye image. For image correction, some calibration methods have been proposed. A method using fifth-order polynomial is described in (Shah & Aggarwal, 1996). According to it, the correction of the radial and tangential offset components is performed. Also there is the method of non-linear least mean squares fit (Madsen et al., 1999). It is based on a physically motivated corner model with better sub-pixel accuracy and performs non-linear minimization of least mean squares error. For estimation of better extrinsic parameter accuracy, Bundle adjustment method is described in (Triggs et al., 2000; Mitumoto et al., 2008). It performs the minimization of inverse projection error. In addition, the method using an inverse model of fish-eye projection, the method using an panoramic image, etc. are mentioned. As such, some calibration is performed in general for better image correction accuracy. Using the undistorted image, it is easy to search correspondence pixel and then the parallax can be detected. In figure 4, an example of the correction image is shown.
On the other hand, there is the case that correspondence can be decided directly from the fish-eye image. Such correspondence is possible in case of a scene which is composed of an invariance feature on translation, rotation and scale change. For example, as seen in (Herrera et al., 2009), objects which grow straightly toward zenith is mentioned. In the case, correspondent point is searched in limited region in fish-eye image. As such, there is an advantage that correspondent point can be decided directly without image correction, though application is restricted because of a fixed shooting condition.

In order to apply fish-eye stereo to 3D measurement of various scene, correction of image is useful and then calibration has an important role for better correction accuracy. Using the correction image, it is easy to detect the parallax in various applications.

3.2 Stereo matching

The analysis of stereo images is a well-established method for 3D structure extracting from 2D projection images. For 3D structure expression, 3D position data is needed. And parallax data obtained by image matching is needed for 3D position detection. In case of using the undistorted image obtained by correction, template matching which is well known in pattern matching can be applied to parallax detection. Actually template matching is well used in normal FOV stereo. But it is needed to notice to uniform region and only horizontal line region, because right correlation result is not obtained in such region. When characteristic texture is detected stably in the images, a feature-based method can be applied. For example, parallax detection on vertical line is well known as described in (Shah & Aggarwal, 1997). If object is rigid body and its shape is unique, image matching is easier.

Fig. 5. Stereo system
3D position of a point on the corrected image is calculated by the geometry as shown in figure 5, using the parallax as a shift quantity between left and right images (Schwalbe, 2005). In figure 5, P(X,Y,Z) is 3D position, and parallax is the difference between (x₂,y₁) and (x₁,y₁). L₂ and L₁ are imaginary lenses and are origins of camera system respectively. Applying 3D calculation to all points in image, it is possible to recognize 3D structure of scene.

### 4. Segmentation process

#### 4.1 Clustering

In image recognition and image analysis, detection and distinction of region are important. Then, clustering which connects neighboring homogeneous pixels has an important role. Concerning such pixels, there is the case that homogeneity accuracy is lowered by brightness change, low contrast or 3D objects overlapping. Especially, such lowering occurs frequently in outdoor scene. So, in general, clustering is performed using 3D position data obtained by correspondence process. 3D distance between two points in space is used for judgment whether points are homogeneous or not. In clustering, two points in fish-eye image are combined if 3D distance is smaller than a threshold value. In case that 3D distance is larger than the threshold, two points in fish-eye image are separated. This operation is applied to all points in fish-eye image and labeling (for example numbering) is performed to neighboring points as homogeneous pixels. Then, combining points with same label, a cluster is expressed by a label and shows the region. According to this method, it is possible to analysis scene. On the other hand, clustering method without 3D position data is proposed as described in (Herrera et al., 2009). In that method, clustering is performed using the position of points on concentric circumferences in fish-eye image. Purpose is to analyze trunks grow toward zenith, and shooting condition is that trunks are not cross each other in the image. In case of using such uncrossed objects image, there is an advantage that clustering is performed directly in fish-eye image. But, handleable scene is restricted because of a fixed shooting condition and an assumption of uncrossed objects. In addition to this, as data for clustering, flow data from moving object, color information, etc. are mentioned. By using these data with 3D position above, it is expected to obtain better clustering accuracy.

#### 4.2 Extraction

Correctness of 3D object extraction is important. When an appearance of the object is invariant, the extraction method based on shape feature verification can be applied. Then, using the extraction result, the object is analyzed on pose, situation, etc. If invariance of the object is not compensated, it is hard to apply such extraction method. Also, if background change is not dealt with, extraction error occurs frequently. For example, in case of response to a shadow above the ground, a false object is extracted in error. On the basis of such circumstance, it is needed to estimate the difference obtained by comparing background structure data with acquired 3D data. Figure 6 shows an example of car extraction. Shadow of the car is not extracted. After extraction process, in many cases, extraction data is translated to a geometry model, an approximation value, and so on. Figure 7 shows an example of translation. Figure 7(a) shows a cylindroid which is expressed by an ellipse (center of gravity, inclination of a principal axis, length of principal axis and length of minor axis) and a height (maximum value above ground). Figure 7(b) shows an ellipse which height is expressed by gray level of inner part. Both models are expressed by five parameters above and are easy understandable and handleable.
5. Experiment of 3D measurement

5.1 Experimental system
Figure 8 shows an exterior of our experimental binocular stereo equipment (that is detached from a tripod in experiment) (Nishimoto & Yamaguchi, 2007). The binocular stereo is composed of two CCD cameras which mount fish-eye lens of 170° FOV. Fish-eye transform is the equidistance projection model \( r = f \theta \). Length of base line is 50cm. In the experiment, this equipment was installed at 4m above the ground and was downward look. When a person was standing at about 30m distance from center of observation area, his image was very small at near edge of fish-eye image and was visible limit. Background structure data (that is 3D shape data of road surface) was measured beforehand. Deducting it from measured 3D structure data, object data was extracted. In correspondence process, correction image as seen in figure 4 was made using inverse model of fish-eye projection and correction of lens aberration. For parallax detection, template matching was applied using left and right correction images. In segmentation process, clustering was performed using 3D position data and object region was extracted as seen in figure 6. In clustering process, an isolated point and a minute particle lump were excluded. Geometry models as seen in figure 7 were shown as object measurement result.
5.2 Result
Figure 9 shows an example of 3D measurement in case of car and motorcycle. Also the result in case of pedestrians and bicycle is shown in figure 10. Car and motorcycle ran abreast by keeping about 1m distance. Pedestrians walked keeping rough distance and bicycle wove through them. According to these results, it seems that 2D region, volume and position of each object are detected in good accuracy. This means that correspondence process and segmentation process functioned appropriately. But it seems that the inclination of ellipse lacks stability a bit. It is considered that lack of object extraction accuracy affected the inclination of ellipse sensitively.

Measurement results of the object height above the road are shown in table 1 and table 2. These show the measurement accuracy on Z value. Measured height data of car (correct height: 120cm) changed within ±10cm and measured height data of motorcycle driver with helmet (correct height: 140cm) changed within ±15 cm. Concerning pedestrians and bicycle driver, measured height data changed within ±20cm and within ±15cm respectively. In case of human, there had been shown to be a tendency to be smaller value. Concerning measurement accuracy and object position, the further from center, the larger error caused. Namely, by one pixel error on parallax, larger 3D position error was caused. In case of condition that measurement error is within table 1 and table 2, the measurable observation area was the radius of about 15m on the road. In order to improve 3D measurement accuracy, a high resolution image device should be used. Equipment install accuracy is also important. That is parallel precision of two camera axes and perpendicular precision of camera axis to the ground. Reexamination of base line length is also necessary. Improvement of background structure accuracy is important, too. The improvement above is needed for better measurement accuracy and extension of measurable area.

This experiment was performed to study one application of 3D measurement using fish-eye stereo vision. The results showed a possibility of application, though improvement on measurement accuracy is needed.
Fig. 9. Experimental result 1 (car and motorcycle)
Fig. 10. Experimental result 2 (pedestrians and bicycle)
Table 1. Measurement accuracy on height in figure 9

<table>
<thead>
<tr>
<th></th>
<th>Measurement</th>
<th>Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Car</td>
<td>110 ~ 130</td>
<td>120</td>
</tr>
<tr>
<td>Motorcycle</td>
<td>120 ~ 150</td>
<td>140 (cm)</td>
</tr>
</tbody>
</table>

Table 2. Measurement accuracy on height in figure 10

<table>
<thead>
<tr>
<th></th>
<th>Measurement</th>
<th>Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pedestrian</td>
<td>130 ~ 170</td>
<td>170, 167, 161</td>
</tr>
<tr>
<td>Bicycle</td>
<td>140 ~ 170</td>
<td>170</td>
</tr>
</tbody>
</table>

6. Conclusion

This chapter described on 3D measurement using fish-eye stereo vision. Section 2 explained a feature of fish-eye lens and construction of fish-eye vision. Section 3 described correspondence process which is needed for image matching. For better stereo matching accuracy and application to various scene, correction of the fish-eye image is important. In section 3, some calibration methods for image correction were explained. Section 4 described segmentation process which is needed for region detection and object extraction. Combining the neighboring homogeneous points by clustering and labeling, the region is decided. 3D structure of the scene is recognized using 3D information of the regions. In 3D measurement using fish-eye stereo vision, the processes in section 3 and 4 should be designed appropriately to scene and object. Section 5 explained our experimental system. It is binocular stereo which is composed of two CCD cameras with fish-eye lens. The experiment was performed to study one application of fish-eye stereo vision and the measurement accuracy on moving objects was confirmed. The results showed a possibility of application, though improvement on measurement accuracy is needed. Fish-eye stereo vision can measure 3D objects in relatively large space, using only a pair of images (left image and right image). Recently, fish-eye stereo is studied as a vision sensor mounted on a car, a robot vision system, etc. It is considered that the studies of application which make the most of the advantage of the fish-eye vision will increase.
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