1. Introduction

1.1 Origin
The traveling salesman problem (TSP) were studied in the 18th century by a mathematician from Ireland named Sir William Rowan Hamilton and by the British mathematician named Thomas Penyngton Kirkman. Detailed discussion about the work of Hamilton & Kirkman can be seen from the book titled Graph Theory (Biggs et al. 1976). It is believed that the general form of the TSP have been first studied by Karl Menger in Vienna and Harvard. The problem was later promoted by Hassler, Whitney & Merrill at Princeton. A detailed description about the connection between Menger & Whitney, and the development of the TSP can be found in (Schrijver, 1960).

1.2 Definition
Given a set of cities and the cost of travel (or distance) between each possible pairs, the TSP, is to find the best possible way of visiting all the cities and returning to the starting point that minimize the travel cost (or travel distance).

1.3 Complexity
Given \( n \) is the number of cities to be visited, the total number of possible routes covering all cities can be given as a set of feasible solutions of the TSP and is given as \((n-1)!/2\).

1.4 Classification
Broadly, the TSP is classified as symmetric travelling salesman problem (sTSP), asymmetric travelling salesman problem (aTSP), and multi travelling salesman problem (mTSP). This section presents description about these three widely studied TSP.

sTSP: Let \( V = \{ v_1, ..., v_n \} \) be a set of cities, \( A = \{ (r,s) : r,s \in V \} \) be the edge set, and \( d_{rs} = d_{sr} \) be a cost measure associated with edge \( (r,s) \in A \). The sTSP is the problem of finding a minimal length closed tour that visits each city once. In this case cities \( v_i \in V \) are given by their coordinates \( (x_i, y_i) \) and \( d_{rs} \) is the Euclidean distance between \( r \) and \( s \) then we have an Euclidean TSP.
aTSP: If $d_{rs} \neq d_{sr}$ for at least one $(r,s)$ then the TSP becomes an aTSP.

mTSP: The mTSP is defined as: In a given set of nodes, let there are $m$ salesmen located at a single depot node. The remaining nodes (cities) that are to be visited are intermediate nodes. Then, the mTSP consists of finding tours for all $m$ salesmen, who all start and end at the depot, such that each intermediate node is visited exactly once and the total cost of visiting all nodes is minimized. The cost metric can be defined in terms of distance, time, etc.

Possible variations of the problem are as follows: **Single vs. multiple depots**: In the single depot, all salesmen finish their tours at a single point while in multiple depots the salesmen can either return to their initial depot or can return to any depot keeping the initial number of salesmen at each depot remains the same after the travel. **Number of salesmen**: The number of salesman in the problem can be fixed or a bounded variable. **Cost**: When the number of salesmen is not fixed, then each salesman usually has an associated fixed cost incurring whenever this salesman is used. In this case, the minimizing the requirements of salesman also becomes an objective. **Timeframe**: Here, some nodes need to be visited in a particular time periods that are called time windows which is an extension of the mTSP, and referred as multiple traveling salesman problem with specified timeframe (mTSPTW). The application of mTSPTW can be very well seen in the aircraft scheduling problems. **Other constraints**: Constraints can be on the number of nodes each salesman can visits, maximum or minimum distance a salesman travels or any other constraints. The mTSP is generally treated as a relaxed vehicle routing problems (VRP) where there is no restrictions on capacity. Hence, the formulations and solution methods for the VRP are also equally valid and true for the mTSP if a large capacity is assigned to the salesmen (or vehicles). However, when there is a single salesman, then the mTSP reduces to the TSP (Bektas, 2006).

2. Applications and linkages

2.1 Application of TSP and linkages with other problems

i. **Drilling of printed circuit boards**

A direct application of the TSP is in the drilling problem of printed circuit boards (PCBs) (Grötschel et al., 1991). To connect a conductor on one layer with a conductor on another layer, or to position the pins of integrated circuits, holes have to be drilled through the board. The holes may be of different sizes. To drill two holes of different diameters consecutively, the head of the machine has to move to a tool box and change the drilling equipment. This is quite time consuming. Thus it is clear that one has to choose some diameter, drill all holes of the same diameter, change the drill, drill the holes of the next diameter, etc. Thus, this drilling problem can be viewed as a series of TSPs, one for each hole diameter, where the 'cities' are the initial position and the set of all holes that can be drilled with one and the same drill. The 'distance' between two cities is given by the time it takes to move the drilling head from one position to the other. The aim is to minimize the travel time for the machine head.

ii. **Overhauling gas turbine engines**

(Plante et al., 1987) reported this application and it occurs when gas turbine engines of aircraft have to be overhauled. To guarantee a uniform gas flow through the turbines there are nozzle-guide vane assemblies located at each turbine stage. Such an assembly basically consists of a number of nozzle guide vanes affixed about its circumference. All these vanes have individual characteristics and the correct placement of the vanes can result in substantial benefits (reducing vibration, increasing uniformity of flow, reducing fuel...
consumption). The problem of placing the vanes in the best possible way can be modeled as a TSP with a special objective function.

iii. X-Ray crystallography
Analysis of the structure of crystals (Bland & Shallcross, 1989; Dreissig & Uebach, 1990) is an important application of the TSP. Here an X-ray diffractometer is used to obtain information about the structure of crystalline material. To this end a detector measures the intensity of X-ray reflections of the crystal from various positions. Whereas the measurement itself can be accomplished quite fast, there is a considerable overhead in positioning time since up to hundreds of thousands positions have to be realized for some experiments. In the two examples that we refer to, the positioning involves moving four motors. The time needed to move from one position to the other can be computed very accurately. The result of the experiment does not depend on the sequence in which the measurements at the various positions are taken. However, the total time needed for the experiment depends on the sequence. Therefore, the problem consists of finding a sequence that minimizes the total positioning time. This leads to a traveling salesman problem.

iv. Computer wiring
(Lenstra & Rinnooy Kan, 1974) reported a special case of connecting components on a computer board. Modules are located on a computer board and a given subset of pins has to be connected. In contrast to the usual case where a Steiner tree connection is desired, here the requirement is that no more than two wires are attached to each pin. Hence we have the problem of finding a shortest Hamiltonian path with unspecified starting and terminating points. A similar situation occurs for the so-called testbus wiring. To test the manufactured board one has to realize a connection which enters the board at some specified point, runs through all the modules, and terminates at some specified point. For each module we also have a specified entering and leaving point for this test wiring. This problem also amounts to solving a Hamiltonian path problem with the difference that the distances are not symmetric and that starting and terminating point are specified.

v. The order-picking problem in warehouses
This problem is associated with material handling in a warehouse (Ratliff & Rosenthal, 1983). Assume that at a warehouse an order arrives for a certain subset of the items stored in the warehouse. Some vehicle has to collect all items of this order to ship them to the customer. The relation to the TSP is immediately seen. The storage locations of the items correspond to the nodes of the graph. The distance between two nodes is given by the time needed to move the vehicle from one location to the other. The problem of finding a shortest route for the vehicle with minimum pickup time can now be solved as a TSP. In special cases this problem can be solved easily, see (van Dal, 1992) for an extensive discussion and for references.

vi. Vehicle routing
Suppose that in a city n mail boxes have to be emptied every day within a certain period of time, say 1 hour. The problem is to find the minimum number of trucks to do this and the shortest time to do the collections using this number of trucks. As another example, suppose that n customers require certain amounts of some commodities and a supplier has to satisfy all demands with a fleet of trucks. The problem is to find an assignment of customers to the trucks and a delivery schedule for each truck so that the capacity of each truck is not exceeded and the total travel distance is minimized. Several variations of these two problems, where time and capacity constraints are combined, are common in many real-world applications. This problem is solvable as a TSP if there are no time and capacity
constraints and if the number of trucks is fixed (say $m$). In this case we obtain an $m$-salesmen problem. Nevertheless, one may apply methods for the TSP to find good feasible solutions for this problem (see Lenstra & Rinnooy Kan, 1974).

vii. Mask plotting in PCB production

For the production of each layer of a printed circuit board, as well as for layers of integrated semiconductor devices, a photographic mask has to be produced. In our case for printed circuit boards this is done by a mechanical plotting device. The plotter moves a lens over a photosensitive coated glass plate. The shutter may be opened or closed to expose specific parts of the plate. There are different apertures available to be able to generate different structures on the board. Two types of structures have to be considered. A line is exposed on the plate by moving the closed shutter to one endpoint of the line, then opening the shutter and moving it to the other endpoint of the line. Then the shutter is closed. A point type structure is generated by moving (with the appropriate aperture) to the position of that point then opening the shutter just to make a short flash, and then closing it again. Exact modeling of the plotter control problem leads to a problem more complicated than the TSP and also more complicated than the rural postman problem. A real-world application in the actual production environment is reported in (Grötschel et al., 1991).

2.2 Applications of mTSP and connections with other problems

This section is further divided into three. In the first section, the main application of the mTSP is given. The second part relates TSP with other problems. The third part deals with the similarities between the mTSP with other problems (the focus is with the VRP).

2.2.1 Main applications

The main application of mTSP arises in real scenario as it is capable to handle multiple salesman. These situations arise mostly in various routing and scheduling problems. Some reported applications in literature are presented below.

i. **Printing press scheduling problem:** One of the major and primary applications of the mTSP arises in scheduling a printing press for a periodical with multi-editions. Here, there exist five pairs of cylinders between which the paper rolls and both sides of a page are printed simultaneously. There exist three kind of forms, namely 4-, 6- and 8-page forms, which are used to print the editions. The scheduling problem consists of deciding which form will be on which run and the length of each run. In the mTSP vocabulary, the plate change costs are the inter-city costs. For more details papers by Gorenstein (1970) and Carter & Ragsdale (2002) can be referred.

ii. **School bus routing problem:** (Angel et al., 1972) investigated the problem of scheduling buses as a variation of the mTSP with some side constraints. The objective of the scheduling is to obtain a bus loading pattern such that the number of routes is minimized, the total distance travelled by all buses is kept at minimum, no bus is overloaded and the time required to traverse any route does not exceed a maximum allowed policy.

iii. **Crew scheduling problem:** An application for deposit carrying between different branch banks is reported by (Svestka & Huckfeldt, 1973). Here, deposits need to be picked up at branch banks and returned to the central office by a crew of messengers. The problem is to determine the routes having a total minimum cost. Two similar applications are described by (Lenstra & Rinnooy Kan, 1975 and Zhang et al., 1999). Papers can be referred for detailed analysis.
iv. **Interview scheduling problem:** (Gilbert & Hofstra, 1992) found the application of mTSP, having multiperiod variations, in scheduling interviews between tour brokers and vendors of the tourism industry. Each broker corresponds to a salesman who must visit a specified set of vendor booths, which are represented by a set of T cities.

v. **Hot rolling scheduling problem:** In the iron and steel industry, orders are scheduled on the hot rolling mill in such a way that the total set-up cost during the production can be minimized. The details of a recent application of modeling such problem can be read from (Tang et al., 2000). Here, the orders are treated as cities and the distance between two cities is taken as penalty cost for production changeover between two orders. The solution of the model will yield a complete schedule for the hot strip rolling mill.

vi. **Mission planning problem:** The mission planning problem consists of determining an optimal path for each army men (or planner) to accomplish the goals of the mission in the minimum possible time. The mission planner uses a variation of the mTSP where there are n planners, m goals which must be visited by some planners, and a base city to which all planners must eventually return. The application of the mTSP in mission planning is reported by (Brummit & Stentz, 1996; Brummit & Stentz, 1998; and Yu et al., 2002). Similarly, the routing problems arising in the planning of unmanned aerial vehicle applications, investigated by (Ryan et al., 1998), can also be modelled as mTSP.

vii. **Design of global navigation satellite system surveying networks:** A very recent and an interesting application of the mTSP, as investigated by (Saleh & Chelouah, 2004) arises in the design of global navigation satellite system (GNSS) surveying networks. A GNSS is a space-based satellite system which provides coverage for all locations worldwide and is quite crucial in real-life applications such as early warning and management for disasters, environment and agriculture monitoring, etc. The goal of surveying is to determine the geographical positions of unknown points on and above the earth using satellite equipment. These points, on which receivers are placed, are co-ordinated by a series of observation sessions. When there are multiple receivers or multiple working periods, the problem of finding the best order of sessions for the receivers can be formulated as an mTSP. For technical details refer (Saleh & Chelouah, 2004).

### 2.2.2 Connections with other problems

The above-mentioned problems can be modeled as an mTSP. Apart from these above mentioned problems, mTSP can be also related to other problems. One such example is balancing the workload among the salesmen and is described by (Okonjo-Adigwe, 1988). Here, an mTSP-based modelling and solution approach is presented to solve a workload scheduling problem with few additional restrictions. Paper can be referred for detailed description and analysis. Similarly, (Calvo & Cordone, 2003; Kim & Park, 2004) investigated overnight security service problem. This problem consists of assigning duties to guards to perform inspection duties on a given set of locations with subject to constraint such as capacity and timeframe. For more comprehensive review on various application of mTSP authors advise to refer papers by (Macharis & Bontekoning, 2004; Wang & Regan, 2002; Basu et al., 2000).

### 2.2.3 Connections with the VRP

mTSP can be utilized in solving several types of VRPs. (Mole et al., 1983) discuss several algorithms for VRP, and present a heuristic method which searches over a solution space
formed by the mTSP. In a similar context, the mTSP can be used to calculate the minimum number of vehicles required to serve a set of customers in a distance-constrained VRP (Laptore et al., 1985; Toth & Vigo, 2002). The mTSP also appears to be a first stage problem in a two-stage solution procedure of a VRP with probabilistic service times. This is discussed further by (Hadjiconstantinou & Roberts, 2002). (Ralphs, 2003) mentions that the VRP instances arising in practice are very hard to solve, since the mTSP is also very complex. This raises the need to efficiently solve the mTSP in order to attack large-scale VRPs. The mTSP is also related to the pickup and delivery problem (PDP). The PDP consists of determining the optimal routes for a set of vehicles to fulfill the customer requests (Ruland & Rodin, 1997). If the customers are to be served within specific time intervals, then the problem becomes the PDP with time windows (PDPTW). The PDPTW reduces to the mTSP if the origin and destination points of each request coincide (Mitrović-Minić et al., 2004).

3. Mathematical formulations of TSP and mTSP

The TSP can be defined on a complete undirected graph \( G = (V, E) \) if it is symmetric or on a directed graph \( G = (V, A) \) if it is asymmetric. The set \( V = \{1, \ldots, n\} \) is the vertex set, \( E = \{(i, j) : i, j \in V, i < j\} \) is an edge set and \( A = \{(i, j) : i, j \in V, i \neq j\} \) is an arc set. A cost matrix \( C = (c_{ij}) \) is defined on \( E \) or on \( A \). The cost matrix satisfies the triangle inequality whenever \( c_{ij} \leq c_{ik} + c_{kj} \), for all \( i, j, k \). In particular, this is the case of planar problems for which the vertices are points \( P_i = (X_i, Y_i) \) in the plane, and \( c_{ij} = \sqrt{(X_i - X_j)^2 + (Y_i - Y_j)^2} \) is the Euclidean distance. The triangle inequality is also satisfied if \( c_{ij} \) is the length of a shortest path from \( i \) to \( j \) on \( G \).

3.1 Integer programming formulation of sTSP

Many TSP formulations are available in literature. Recent surveys by (Orman & Williams, 2006; Öncan et al., 2009) can be referred for detailed analysis. Among these, the (Dantzig et al., 1954) formulation is one of the most cited mathematical formulation for TSP. Incidentally, an early description of Concorde, which is recognized as the most performing exact algorithm currently available, was published under the title ‘Implementing the Dantzig–Fulkerson–Johnson algorithm for large traveling salesman problems’ (Applegate et al., 2003). This formulation associates a binary variable \( x_{ij} \) with each edge \((i, j)\), equal to 1 if and only if the edge appears in the optimal tour. The formulation of TSP is as follows.

Minimize

\[
\sum_{i<j} c_{ij} x_{ij} \tag{1}
\]

Subject to

\[
\sum_{i<k} x_{ik} + \sum_{j>k} x_{kj} = 2 \quad (k \in V) \tag{2}
\]
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\[ \sum_{i,j \in S} x_{ij} \leq |S| - 1 \quad (S \subseteq V, 3 \leq |S| \leq n-3) \]  (3)

\[ x_{ij} = 0 \text{ or } 1 \quad (i, j) \in E \]  (4)

In this formulation, constraints (2), (3) and (4) are referred to as degree constraints, subtour elimination constraints and integrality constraints, respectively. In the presence of (2), constraints (3) are algebraically equivalent to the connectivity constraints

\[ \sum_{i \in S, j \in V \setminus S, j \in S} x_{ij} \geq 2 \quad (S \subseteq V, 3 \leq |S| \leq n-3) \]  (5)

3.2 Integer programming formulation of aTSP

The (Dantzig et al., 1954) formulation extends easily to the asymmetric case. Here \( x_{ij} \) is a binary variable, associated with arc \((i,j)\) and equal to 1 if and only if the arc appears in the optimal tour. The formulation is as follows.

Minimize

\[ \sum_{i \neq j} c_{ij} x_{ij} \]  (6)

Subject to

\[ \sum_{j=1}^{n} x_{ij} = 1 \quad (i \in V, i \neq j) \]  (7)

\[ \sum_{i=1}^{n} x_{ij} = 1 \quad (j \in V, j \neq i) \]  (8)

\[ \sum_{i,j \in S} x_{ij} \leq |S| - 1 \quad (S \subseteq V, 2 \leq |S| \leq n-2) \]  (9)

\[ x_{ij} = 0 \text{ or } 1 \quad (i,j) \in A \]  (10)

3.3 Integer programming formulations of mTSP

Different types of integer programming formulations are proposed for the mTSP. Before presenting them, some technical definitions are as follows. The mTSP is defined on a graph \( G = (V, A) \), where \( V \) is the set of \( n \) nodes (vertices) and \( A \) is the set of arcs (edges). Let \( C = (c_{ij}) \) be a cost (distance) matrix associated with A. The matrix C is said to be symmetric when \( c_{ij} = c_{ji}, \forall (i,j) \in A \) and asymmetric otherwise. If \( c_{ij} + c_{jk} \geq c_{ik}, \forall i,j,k \in V, C \) is said to satisfy the triangle inequality. Various integer programming formulations for the mTSP have been proposed earlier in the literature, among which there exist assignment-based formulations, a tree-based formulation and a three-index flow-based formulation. Assignment based formulations are presented in following subsections. For tree based formulation and three-index based formulations refer (Christofides et al., 1981).
3.3.1 Assignment-based integer programming formulations

The mTSP is usually formulated using an assignment based double-index integer linear programming formulation. We first define the following binary variable:

\[ x_{ij} = \begin{cases} 
1 & \text{If arc (i, j) is used in the tour,} \\
0 & \text{Otherwise.} 
\end{cases} \]

Then, a general scheme of the assignment-based directed integer linear programming formulation of the mTSP can be given as follows:

Minimize

\[ \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij} x_{ij} \]

Subject to

\[ \sum_{j=2}^{n} x_{1j} = m \]  \hspace{1cm} (11)

\[ \sum_{j=2}^{n} x_{j1} = m \]  \hspace{1cm} (12)

\[ \sum_{i=1}^{n} x_{ij} = 1, \quad j = 2, \ldots, n \]  \hspace{1cm} (13)

\[ \sum_{j=1}^{n} x_{ij} = 1, \quad i = 2, \ldots, n \]  \hspace{1cm} (14)

+ subtour elimination constraints,  \hspace{1cm} (15)

\[ x_{ij} \in \{0, 1\}, \quad \forall (i, j) \in A, \]  \hspace{1cm} (16)

where (13), (14) and (16) are the usual assignment constraints, (11) and (12) ensure that exactly m salesmen depart from and return back to node 1 (the depot). Although constraints (12) are already implied by (11), (13) and (14), we present them here for the sake of completeness. Constraints (15) are used to prevent subtours, which are degenerate tours that are formed between intermediate nodes and not connected to the origin. These constraints are named as subtour elimination constraints (SECs). Several SECs have been proposed for the mTSP in the literature. The first group of SECs is based on that of (Dantzig et al., 1954) originally proposed for the TSP, but also valid for the mTSP. These constraints can be shown as follows:

\[ \sum_{i \in S} \sum_{j \in S} x_{ij} \leq |S| - 1, \quad \forall S \subseteq V \setminus \{1\}, \quad S \neq \emptyset \]  \hspace{1cm} (17)

or alternatively in the following form
Constraints (17) or (18) impose connectivity requirements for the solution, i.e. prevent the formation of subtours of cardinality S not including the depot. Unfortunately, both families of these constraints increase exponentially with increasing number of nodes, hence are not practical for neither solving the problem nor its linear programming relaxation directly. Miller et al. (1960) overcame this problem by introducing \( O(n^2) \) additional continuous variables, namely node potentials, resulting in a polynomial number of SECs. Their SECs are given as follows (denoted by MTZ-SECs):

\[
 u_i - u_j + px_{ij} \leq p - 1 \quad \text{for} \quad 2 \leq i \neq j \leq n
\]  

Here, \( p \) denotes the maximum number of nodes that can be visited by any salesman. The node potential of each node indicates the order of the corresponding node in the tour. (Svestka & Huckfeldt, 1973) propose another group of SECs for the mTSP which require augmenting the original cost matrix with new rows and columns. However, (Gavish, 1976) showed that their constraints are not correct for \( m \geq 2 \) and provided the correct constraints as follows:

\[
 u_i - u_j + (n - m)x_{ij} \leq n - m - 1 \quad \text{for} \quad 2 \leq i \neq j \leq n
\]  

Other MTZ-based SECs for the mTSP have also been proposed. The following constraints are due to Kulkarni & Bhave (1985) (denoted by KB-SECs):

\[
 u_i - u_j + Lx_{ij} \leq L - 1 \quad \text{for} \quad 2 \leq i \neq j \leq n
\]  

In these constraints, the \( L \) is same as \( p \) in (19). It is clear that MTZ-SECs and KB-SECs are equivalent.

3.3.2 Laporte & Nobert’s formulations
(Laporte & Nobert, 1980) presented two formulations for the mTSP, for asymmetrical and symmetrical cost structures, respectively, and consider a common fixed cost \( f \) for each salesman used in the solution. These formulations are based on the two-index variable \( x_{ij} \) defined previously.

3.3.2.1 Laporte & Nobert’s formulation for the asymmetric mTSP

Minimize

\[
 \sum_{i \neq j} c_{ij}x_{ij} + f_m
\]

Subject to

\[
 \sum_{j=2}^{n} (x_{1j} + x_{j1}) = 2m
\]  

\[
 \sum_{i \neq k} x_{ik} = 1 \quad k = 2, \ldots, n
\]
\[
\sum_{j \neq k} x_{ik} = 1 \quad k = 2, \ldots, n \quad (24)
\]

\[
\sum_{i \neq j, j \in S} x_{ij} \leq |S| - 1
\]

\[
2 \leq |S| \leq n - 2, \quad S \subseteq V \setminus \{1\} \quad (25)
\]

\[
x_{ij} \in \{0, 1\}, \quad \forall i \neq j
\]

\[
m \geq 1 \text{ and integer} \quad (27)
\]

This formulation is a pure binary integer where the objective is to minimize the total cost of the travel as well as the total number of salesmen. Note that constraints (23) and (24) are the standard assignment constraints, and constraints (25) are the SECs of (Dantzig et al., 1954). The only different constraints are (22), which impose degree constraints on the depot node.

3.3.2.2 Laporte & Nobert’s formulation for the symmetric mTSP

Minimize

\[
\sum_{i < j} c_{ij} x_{ij} + f_m
\]

Subject to

\[
\sum_{j=2}^{n} x_{1j} = 2m \quad (28)
\]

\[
\sum_{i < k} x_{ik} + \sum_{j < k} x_{kj} = 2
\]

\[
k = 2, \ldots, n \quad (29)
\]

\[
\sum_{i < j, j \in S} x_{ij} \leq |S| - 1
\]

\[
3 \leq |S| \leq n - 2, \quad S \subseteq V \setminus \{1\} \quad (30)
\]

\[
x_{ij} \in \{0, 1\}, \quad 1 < i < j \quad (31)
\]

\[
x_{1j} \in \{0, 1, 2\}, \quad j = 2, \ldots, n \quad (32)
\]

\[
m \geq 1 \text{ and integer} \quad (32)
\]

The interesting issue about this formulation is that it is not a pure binary integer formulation due to the variable \(x_{ij}\), which can either be 0, 1 or 2. Note here that the variable \(x_{1j}\) is only defined for \(i < j\), since the problem is symmetric and only a single variable is sufficient to represent each edge used in the solution. Constraints (28) and (29) are the degree constraints.
on the depot node and intermediate nodes, respectively. Other constraints are as previously defined.

4. Exact solution approaches

4.1 Exact algorithms for the sTSP

When (Dantzig et al., 1954) formulation was first introduced, the simplex method was in its infancy and no algorithms were available to solve integer linear programs. The practitioners therefore used a strategy consisting of initially relaxing constraints (3) and the integrality requirements, which were gradually reintroduced after visually examining the solution to the relaxed problem. (Martin, 1966) used a similar approach. Initially he did not impose upper bounds on the $x_{ij}$ variables and imposed subtour elimination constraints on all sets $S = \{i, j\}$ for which $j$ is the closest neighbour of $i$. Integrality was reached by applying the ‘Accelerated Euclidean algorithm’, an extension of the ‘Method of integer forms’ (Gomory, 1963). (Miliotis, 1976, 1978) was the first to devise a fully automated algorithm based on constraint relaxation and using either branch-and-bound or Gomory cuts to reach integrality. (Land, 1979) later puts forward a cut-and-price algorithm combining subtour elimination constraints, Gomory cuts and column generation, but no branching. This algorithm was capable of solving nine Euclidean 100-vertex instances out of 10. It has long been recognized that the linear relaxation of sTSP can be strengthened through the introduction of valid inequalities. Thus, (Edmonds, 1965) introduced the 2-matching inequalities, which were then generalized to comb inequalities (Chvátal, 1973). Some generalizations of comb inequalities, such as clique tree inequalities (Grötschel & Pulleyblank, 1986) and path inequalities (Cornujoëls et al., 1985) turn out to be quite effective. Several other less powerful valid inequalities are described in (Naddef, 2002). In the 1980s a number of researchers have integrated these cuts within relaxation mechanisms and have devised algorithms for their separation. This work, which has fostered the growth of polyhedral theory and of branch-and-cut, was mainly conducted by (Padberg and Hong, 1980; Crowder & Padberg, 1980; Grötschel & Padberg, 1985; Padberg & Grötschel, 1985; Padberg & Rinaldi, 1987, 1991; Grötschel & Holland, 1991). The largest instance solved by the latter authors was a drilling problem of size $n = 2392$. The culmination of this line of research is the development of Concorde by (Applegate et al., 2003, 2006), which is today the best available solver for the symmetric TSP. It is freely available at www.tsp.gatech.edu. This computer program is based on branch-and-cut-and-price, meaning that both some constraints and variables are initially relaxed and dynamically generated during the solution process. The algorithm uses 2-matching constraints, comb inequalities and certain path inequalities. It makes use of sophisticated separation algorithms to identify violated inequalities. A detailed description of Concorde can be found in the book by (Applegate et al., 2006). Table 1 summarizes some of the results reported by (Applegate et al., 2006) for randomly generated instances in the plane. All tests were run on a cluster of compute nodes, each equipped with a 2.66 GHz IntelXeon processor and 2 Gbyte of memory. The linear programming solver used was CPLEX 6.5. It can be seen that Concorde is quite reliable for this type of instances. All small TSPLIB instances ($n \leq 1000$) were solved within 1 min on a 2.4 GHz ADM Opteron processor. On 21 medium-size TSPLIB instances ($1000 \leq n \leq 2392$), the algorithm converged 19 times to the optimum within a computing time varying between 5.7 and 3345.3 s. The two exceptions required 13999.9 s and 18226404.4 s. The largest instance now solved optimally by Concorde arises from a VLSI application and contains 85900 vertices (Applegate et al., 2009).
### Table 1. Computation times for Concorde

<table>
<thead>
<tr>
<th>N</th>
<th>Type</th>
<th>Sample size</th>
<th>Mean CPU seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>random</td>
<td>1000</td>
<td>0.7</td>
</tr>
<tr>
<td>500</td>
<td>random</td>
<td>1000</td>
<td>50.2</td>
</tr>
<tr>
<td>1000</td>
<td>random</td>
<td>1000</td>
<td>601.6</td>
</tr>
<tr>
<td>2000</td>
<td>random</td>
<td>1000</td>
<td>14065.6</td>
</tr>
<tr>
<td>2500</td>
<td>random</td>
<td>1000</td>
<td>53737.9</td>
</tr>
</tbody>
</table>

#### 4.2 Exact algorithms for the aTSP

An interesting feature of aTSP is that relaxing the subtour elimination constraints yields a Modified Assignment Problem (MAP), which is an assignment problem. The linear relaxation of this problem always has an integer solution and is easy to solve by means of a specialized assignment algorithm, (Carpaneto & Toth, 1987; Dell’Amico & Toth, 2000 and Burkard et al., 2009). Many algorithms based on the AP relaxation have been devised. Some of the best known are those of (Eastman, 1958; Little et al., 1963; Carpaneto & Toth, 1980; Carpaneto et al., 1995 and Fischetti & Toth, 1992). Surveys of these algorithms and others have been presented in (Balas & Toth, 1985; Laporte, 1992 and Fischetti et al., 2002). It is interesting to note that (Eastman, 1958) described what is probably the first ever branch-and-bound algorithm, 2 years before this method was suggested as a generic solution methodology for integer linear programming (Land & Doig, 1960), and 5 years before the term ‘branch-and-bound’ was coined by (Little et al., 1963). The (Carpaneto et al., 1995) algorithm has the dual advantage of being fast and simple. The (Fischetti & Toth, 1992) algorithm improves slightly on that of (Carpaneto et al., 1995) by computing better lower bounds at the nodes of the search tree. The Carpanteo, Dell’Amico & Toth algorithm works rather well on randomly generated instances but it often fails on some rather small structured instances with as few as 100 vertices (Fischetti et al., 2002). A branch- and bound based algorithm for the asymmetric TSP is proposed by (Ali & Kennington, 1986). The algorithm uses a Lagrangean relaxation of the degree constraints and a subgradient algorithm to solve the Lagrangean dual.

#### 4.3 Exact algorithms for mTSP

The first approach to solve the mTSP directly, without any transformation to the TSP is due to (Laporte & Nobert, 1980), who propose an algorithm based on the relaxation of some constraints of the mTSP. The problem they consider is an mTSP with a fixed cost f associated with each salesman. The algorithm consists of solving the problem by initially relaxing the SECs and performing a check as to whether any of the SECs are violated, after an integer solution is obtained. The first attempt to solve large-scale symmetric mTSPs to optimality is due to (Gavish & Srikanth, 1986). The proposed algorithm is a branch-and-bound method, where lower bounds are obtained from the following Lagrangean problem constructed by relaxing the degree constraints. The Lagrangean problem is solved using a degree-constrained minimal spanning tree which spans over all the nodes. The results indicate that the integer gap obtained by the Lagrangean relaxation decreases as the problem size increases and turns out to be zero for all problems with n≥400. (Gromicho et al., 1992) proposed another exact solution method for mTSP. The algorithm is based on a quasi-assignment (QA) relaxation obtained by relaxing the SECs, since the QA-problem is solvable.
in polynomial time. An additive bounding procedure is applied to strengthen the lower bounds obtained via different r-arborescence and r-anti-arborescence relaxations and this procedure is embedded in a branch-and-bound framework. It is observed that the additive bounding procedure has a significant effect in improving the lower bounds, for which the QA-relaxation yields poor bounds. The proposed branch-and-bound algorithm is superior to the standard branch-and-bound approach with a QA-relaxation in terms of number of nodes, ranging from 10% less to 10 times less. Symmetric instances are observed to yield larger improvements. Using an IBM PS/70 computer with an 80386 CPU running at 25 MHz, the biggest instance solved via this approach has 120 nodes with the number of salesman ranging from 2 to 12 in steps of one (Gromicho, 2003).

5. Approximate approaches

There are mainly two ways of solving any TSP instance optimally. The first is to apply an exact approach such as Branch and Bound method to find the length. The other is to calculate the Held-Karp lower bound, which produces a lower bound to the optimal solution. This lower bound is used to judge the performance of any new heuristic proposed for the TSP. The heuristics reviewed here mainly concern with the sTSP, however some of these heuristics can be modified appropriately to solve the aTSP.

5.1 Approximation

Solving even moderate size of the TSP optimally takes huge computational time, therefore there is a room for the development and application of approximate algorithms, or heuristics. The approximate approach never guarantee an optimal solution but gives near optimal solution in a reasonable computational effort. So far, the best known approximate algorithm available is due to (Arora, 1998). The complexity of the approximate algorithm is $O\left(n \left(\log_2 n\right)^{O(1)}\right)$ where $n$ is problem size of TSP.

5.2 Tour construction approaches

All tour construction algorithms stops when a solution is found and never tries to improve it. It is believed that tour construction algorithms find solution within 10-15% of optimality. Few of the tour construction algorithms available in published literature are described below.

5.2.1 Closest neighbor heuristic

This is the simplest and the most straightforward TSP heuristic. The key to this approach is to always visit the closest city. The polynomial complexity associated with this heuristic approach is $O\left(n^2\right)$. The closest approach is very similar to minimum spanning tree algorithm. The steps of the closest neighbor are given as:

1. Select a random city.
2. Find the nearest unvisited city and go there.
3. Are there any unvisited cities left? If yes, repeat step 2.
4. Return to the first city.

The Closest Neighbor heuristic approach generally keeps its tour within 25% of the Held-Karp lower bound (Johnson & McGeoch, 1995).
5.2.2 Greedy heuristic
The Greedy heuristic gradually constructs a tour by repeatedly selecting the shortest edge and adding it to the tour as long as it doesn’t create a cycle with less than N edges, or increases the degree of any node to more than 2. We must not add the same edge twice of course. Complexity of the greedy heuristic is $O(n^2 \log_2 (n))$. Steps of Greedy approach are:
1. Sort all edges.
2. Select the shortest edge and add it to our tour if it doesn’t violate any of the above constraints.
3. Do we have N edges in our tour? If no, repeat step 2.
The Greedy algorithm normally keeps solution within 15-20% of the Held-Karp lower bound (Johnson & McGeoch, 1995).

5.2.3 Insertion heuristic
Insertion heuristics are quite straight forward, and there are many variants to choose from. The basics of insertion heuristics is to start with a tour of a subset of all cities, and then inserting the rest by some heuristic. The initial subtour is often a triangle. One can also start with a single edge as subtour. The complexity with this type of heuristic approach is given as $O(n^2)$. Steps of an Insertion heuristic are:
1. Select the shortest edge, and make a subtour of it.
2. Select a city not in the subtour, having the shortest distance to any one of the cities in the subtour.
3. Find an edge in the subtour such that the cost of inserting the selected city between the edge’s cities will be minimal.
4. Repeat step 2 until no more cities remain.

5.2.4 Christofide heuristic
Most heuristics can only guarantee a feasible solution or a fair near optimal solution. Christofides extended one of these heuristic approaches which is known as Christofides heuristic. Complexity of this approach is $O(n^3)$. The steps are given below:
1. Build a minimal spanning tree from the set of all cities.
2. Create a minimum-weight matching (MWM) on the set of nodes having an odd degree. Add the MST together with the MWM.
3. Create an Euler cycle from the combined graph, and traverse it taking shortcuts to avoid visited nodes.
Tests have shown that Christofides’ algorithm tends to place itself around 10% above the Held-Karp lower bound. More information on tour construction heuristics can be found in (Johnson & McGeoch, 2002).

5.3 Tour improvement
After generating the tour using any tour construction heuristic, an improvement heuristic can be further applied to improve the quality of the tour generated. Popularly, 2-opt and 3-opt exchange heuristic is applied for improving the solution. The performance of 2-opt or 3-opt heuristic basically depends on the tour generated by the tour construction heuristic. Other ways of improving the solution is to apply meta-heuristic approaches such as tabu search or simulated annealing using 2-opt and 3-opt.
5.3.1 2-opt and 3-opt
The 2-opt algorithm removes randomly two edges from the already generated tour, and reconnects the new two paths created. This is referred as a 2-opt move. The reconnecting is done such a way to keep the tour valid (see figure 1 (a)). This is done only if the new tour is shorter than older. This is continued till no further improvement is possible. The resulting tour is now 2 optimal. The 3-opt algorithm works in a similar fashion, but instead of removing the two edges it removes three edges. This means there are two ways of reconnecting the three paths into a valid tour (see figure 1(b) and figure 1(c)). Search is completed when no more 3-opt moves can improve the tour quality. If a tour is 3 optimal it is also 2 optimal (Helsgaun). Running the 2-opt move often results in a tour with a length less than 5% above the Held-Karp bound. The improvements of a 3-opt move usually generates a tour about 3% above the Held-Karp bound (Johnson & McGeoch, 1995).

5.3.2 k-opt
In order to improve the already generated tour from tour construction heuristic, k-opt move can be applied (2-opt and 3-opt are special cases of k-opt exchange heuristic) but exchange heuristic having k>3 will take more computational time. Mainly one 4-opt move is used, called “the crossing bridges” (see Figure 2). This particular move cannot be sequentially constructed using 2-opt moves. For this to be possible two of these moves would have to be illegal (Helsgaun).

Fig. 1. A 2-opt move and 3-opt move

Fig. 2. Double bridge move
5.3.3 Lin-Kernighan
Lin & Kernighan constructed an algorithm making it possible to get within 2% of the Held-Karp lower bound. The Lin-Kernighan heuristic (LK) is a variable k-way exchange heuristic. It decides the value of suitable k at each iteration. This makes the an improvement heuristic quite complex, and few have been able to make improvements to it. The time complexity of LK is approximately \( O(n^{2.2}) \) (Helsgaun), making it slower than a simple 2-opt implementation.

5.3.4 Tabu search
It is a neighborhood-search algorithm which search the better solution in the neighbourhood of the existing solution. In general, tabu search (TS) uses 2-opt exchange mechanism for searching better solution. A problem with simple neighborhood search approach i.e. only 2-opt or 3-opt exchange heuristic is that these can easily get stuck in a local optimum. This can be avoided easily in TS approach. To avoid this TS keeps a tabu list containing bad solution with bad exchange. There are several ways of implementing the tabu list. For more detail paper by (Johnson & McGeoch, 1995) can be referred. The biggest problem with the TS is its running time. Most implementations for the TSP generally takes \( O(n^3) \) (Johnson & McGeoch, 1995), making it far slower than a 2-opt local search.

5.3.5 Simulated annealing
Simulated Annealing (SA) has been successfully applied and adapted to give an approximate solutions for the TSP. SA is basically a randomized local search algorithm similar to TS but do not allow path exchange that deteriorates the solution. (Johnson & McGeoch, 1995) presented a baseline implementation of SA for the TSP. Authors used 2-opt moves to find neighboring solutions. In SA, Better results can be obtained by increasing the running time of the SA algorithm, and it is found that the results are comparable to the LK algorithm. Due to the 2-opt neighborhood, this particular implementation takes \( O(n^2) \) with a large constant of proportionality (Johnson & McGeoch, 1995).

5.3.6 Genetic algorithm
Genetic Algorithm (GA) works in a way similar to the nature. A basic GA starts with a randomly generated population of candidate solutions. Some (or all) candidates are then mated to produce offspring and some go through a mutating process. Each candidate has a fitness value telling us how good they are. By selecting the most fit candidates for mating and mutation the overall fitness of the population will increase. Applying GA to the TSP involves implementing a crossover routine, a measure of fitness, and also a mutation routine. A good measure of fitness is the actual length of the solution. Different approaches to the crossover and mutation routines are discussed in (Johnson & McGeoch, 1995).

5.4 Ant colony optimization
Researchers are often trying to mimic nature to solve complex problems, and one such example is the successful use of GA. Another interesting idea is to mimic the movements of ants. This idea has been quite successful when applied to the TSP, giving optimal solutions to small problems quickly (Dorigo & Gambardella, 1996). However, as small as an ant’s brain might be, it is still far too complex to simulate completely. But we only need a small
part of their behaviour for solving the problem. Ants leave a trail of pheromones when they explore new areas. This trail is meant to guide other ants to possible food sources. The key to the success of ants is strength in numbers, and the same goes for ant colony optimization. We start with a group of ants, typically 20 or so. They are placed in random cities, and are then asked to move to another city. They are not allowed to enter a city already visited by themselves, unless they are heading for the completion of our tour. The ant who picked the shortest tour will be leaving a trail of pheromones inversely proportional to the length of the tour. This pheromone trail will be taken in account when an ant is choosing a city to move to, making it more prone to walk the path with the strongest pheromone trail. This process is repeated until a tour being short enough is found. Consult (Dorigo & Gambardella, 1996) for more detailed information on ant colony optimization for the TSP.

5.5 The Held-Karp lower bound
This lower bound if the common way of testing the performance of any new TSP heuristic. Held-Karp (HK) bound is actually a solution to the linear programming relaxation of the integer formulation of TSP (Johnson et al. 1996). A HK lower bound averages about 0.8% below the optimal tour length (Johnson et al., 1996). For more details regarding the HK lower bound, paper by (Johnson et al., 1996) can be referred.

5.6 Heuristic solution approaches for mTSP
One of the first heuristics addressing TSP is due to (Russell, 1977). The algorithm is an extended version of the Lin & Kernighan (1973) heuristic. (Potvin et al., 1989) have given another heuristic based on an exchange procedure for the mTSP. (Fogel, 1990) proposed a parallel processing approach to solve the mTSP using evolutionary programming. Problems with 25 and 50 cities were solved and it is noted that the evolutionary approach obtained very good near-optimal solutions. (Wacholder et al., 1989) extended the Hopfield-Tank ANN model to the mTSP but their model found to be too complex to find even feasible solutions. Hsu et al. (1991) presented a neural network (NN) approach to solve the mTSP. The authors stated that their results are better than (Wacholder et al., 1989). (Goldstein, 1990) and (Vakhutinsky & Golden, 1994) presented a self-organizing NN approach for the mTSP. A self-organizing NN for the VRP based on an enhanced mTSP NN model is due to (Torki et al., 1997). Recently, (Modares et al., 1999 and Somhom et al., 1999) have developed a self-organizing NN approach for the mTSP with a minmax objective function, which minimizes the cost of the most expensive route. Utilizing GA for the solution of mTSP seems to be first due to (Zhang et al., 1999). A recent application by (Tang et al., 2000) used GA to solve the mTSP model developed for hot rolling scheduling. (Yu et al., 2002) also used GA to solve the mTSP in path planning. (Ryan et al., 1998) used TS in solving a mTSP with time windows. (Song et al., 2003) proposed an extended SA approach for the mTSP with fixed costs associated with each salesman. (Gomes & Von Zuben, 2002) presented a neuro-fuzzy system based on competitive learning to solve the mTSP along with the capacitated VRP. Sofge et al. (2002) implemented and compared a variety of evolutionary computation algorithms to solve the mTSP, including the use of a neighborhood attractor schema, the shrink-wrap algorithm for local neighborhood optimization, particle swarm optimization, Monte-Carlo optimization, genetic algorithms and evolutionary strategies. For more detailed description, papers mentioned above can be referred.
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