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1. Introduction

In this work we investigate two main applications of the detection and isolation of partial (soft) and total (hard) failures in the reaction wheel (RW) actuators of the satellite attitude control systems (ACS) and in the Heating Ventilation and Air Conditioning (HVAC) valve actuators respectively. The fault detection diagnosis and isolation (FDDI) is accomplished using a probabilistic approach based on the interactive multiple models (IMM) schemes embedded with Extended Kalman Filter (EKF) or Unscented Kalman Filter (UKF) estimation techniques. Towards this objective, the healthy modes of the ACS and HVAC systems under different operating conditions as well as a number of different fault scenarios including changes and anomalies in the temperature, power supply bus voltage, and unexpected current variations in the actuators of each axis of the satellite, or leakage, stuck-open and stuck-close fault modes in the HVAC actuator valves are considered. We describe and develop a bank of interacting multiple model Extended Kalman Filters (IMM_EKF) or Unscented Kalman Filters (IMM_UKF) to detect and isolate the above mentioned reaction wheel and valve failures in the ACS and HVAC systems. Also, it should be emphasized that the proposed IMM_EKF and IMM_UKF techniques are implemented based on high-fidelity highly nonlinear models of a commercial ITHACO RWA and discharge air temperature (DAT) cooling or heating coils. Compared to other fault detection diagnosis and isolation (FDDI) strategies developed in the control systems literature, the proposed FDDI schemes is shown, through extensive numerical simulations by using MATLAB and SIMULINK software packages, to be more accurate, less computationally demanding, and more robust with the potential of extending to a number of other engineering applications. Also, the proposed algorithms deal directly with the nonlinear dynamics of the system, the
unanticipated valve actuator failures and statistic properties of the process noise and measurements such as the mean and covariance matrices in the most general formulation based on the Extended Kalman Filter (EKF) or Unscented Kalman Filter (UKF) estimation theory [Tudoroiu & Khorasani, 2007; Tudoroiu et al., 2006; Plett, 2004; Haykin 2003; Joseph, 2003; Wan & Merwe, 2000; Julier & Uhlman, 1997]. The satellite’s attitude control system (ACS) faults caused by malfunctions in its components, actuators, and sensors result from unexpected interferences or gradual aging of system components. These faults could result in higher energy consumption, loss of the vehicle control, and in case of total failures catastrophic loss of the satellite. With increasing emphasis recently placed on energy efficiency and equipment safety and reliability, there is a need to develop robust intelligent and autonomous tools capable of detecting, isolating and diagnosing any sensor, actuator or system component fault so that remedial reconfiguration and recovery actions could be taken as soon as possible with minimal support from ground station and operators. The increasing complexity of space vehicles and the prevailing cost reduction measures have necessitated calls for fewer satellite operators and an increasingly larger drive toward more autonomy in the satellite diagnostics and control systems. Current methods for detecting and correcting anomalies onboard the satellite and specifically on the ground are primarily ad hoc and manual and, therefore, slow and error-prone. Traditionally, health monitoring and trend analysis of satellite telemetry data have been a time consuming, repetitive, and labour-intensive activity. Operators normally inspect telemetry plots downloaded to the ground stations to determine the current satellite state and health. Given this fact, relieving operators of portions of the telemetry monitoring and anomaly diagnosis task is highly desirable and necessary. It should be recognized that satellite monitoring and fault diagnosis could be automated using advanced decision support systems such as rule-based, expert systems, and intelligent-based methodologies. Conventionally various forms of statistical evaluation techniques are employed and comparisons with prediction and estimation models are performed. However, the evaluations still require extensive human expertise that is subject to error, and could result in catastrophic failures if operators fail to detect and identify critical faults in safety critical components and subsystems such as the ACS. In this work, an advanced decision support system is proposed to accurately and expeditiously monitor the telemetry data in the reaction wheels of a satellite. Our goal is to improve the efficiency, accuracy, and reliability of trend analysis and diagnosis techniques through utilization of estimation and model-based methodologies. Health monitoring of the attitude control system is the process that involves:

i. examining satellite telemetry data,
ii. developing mathematical or functional representations of the data,
iii. analyzing the derived information to formulate an evaluation of the state and condition of the satellite components, and
iv. determining if safety critical trends exist that could lead to catastrophes and loss of the vehicle.

If serious and critical trends are detected, corrective or preventive measures are then identified and reconfiguration and recovery mechanisms are invoked. Specifically, based on the set of fault characteristics and scenarios considered, models that represent the most likely possible system behaviour patterns and structures will be first constructed. Bank of filters based on these models are then designed to operate in parallel at all times [Haykin, 2001; Zang & Xiao, 1998; Zang & Xiao, 1997]. Each filter is designed and tuned to a
particular model (normal or faulty mode) for obtaining a model-based state estimator. The overall state estimate is a “certain” combination of these model-based estimates and the jump or switching in the system mode is modeled as a transition between the estimated models, assuming that this transition is described by a first order Markov chain. By considering various scenarios corresponding to the evolution of the ACS, and based on our preliminary results in [Tudoroiu & Khorasani, 2007; Tudoroiu et al., 2006; Tudoroiu & Zaheeruddin, 2006], we will develop a fault detection, diagnosis, and isolation (FDDI) strategy for the reaction wheel actuators. Subsequently, appropriate remedial actions could be undertaken in the shortest time and as expeditiously as possible to maintain the desired specifications and requirements of the mission. Conventionally, for regulating variables such as temperature, currents, and torques in the ACS various SISO (single input single output) or MIMO (multi input multi output) PI/PID (proportional, integral and derivative), self-tuning, or adaptive feedback control strategies are utilized. The design of a closed-loop control system for achieving the stringent performance specifications of the ACS is a very challenging task since the system:

i. exhibits inherently a highly nonlinear behaviour,

ii. has a multivariable structure, and

iii. is subjected to multiple sources of uncertainties and disturbances.

In this work, we treat the satellite as a MIMO system that is managed by PID controllers yielding good tracking and dynamic performance for the healthy ACS. We then investigate the development of our proposed FDDI strategy for the reaction wheels failures by utilizing bank of interacting Kalman Filter estimators. The FDDI scheme is applied to a highly nonlinear model of the reaction wheel considered as well as a nonlinear attitude dynamics of the satellite [Bialke, 1998]. Regarding the HVAC systems for most of them several failures caused by malfunctions in components, actuators, and sensors can be as result of unexpected interference, or gradual aging of system components. Consequently these failures have a great impact on the energy consumption, thermal comfort and generate severe equipment operating problems. To increase the energy efficiency and equipment reliability, there is a need to develop robust fault detection and diagnosis tools capable of detecting and isolating any sensor, actuator or system component faults so that remedial actions could be taken as soon as possible. The FDDI based on the IMM algorithm is implemented in a simulation environment, and the fault diagnosis results are presented for a several fault scenarios in terms of mode probabilities and mode probability indices.

2. The satellite’s ACS model and the discharge air temperature (DAT) system

2.1 The satellite’s ACS model

A hypothetical satellite is considered here having a scientific mission to study the Earth. This is a three-axis stabilized satellite which consumes a maximum of approximately 200 Watts of power that is generated by solar arrays and stored power from batteries, of approximately 24 V each, designated by $V_{bus}$. The attitude control system (ACS) consists of three-axis stabilized system making use of 4-reaction wheels assembly (3 Active + 1 Redundant) type ITHACO. The ACS could be conceptualized as either a MIMO system or as a SISO system if each axis is considered independent and having no interactions with other axes. In this paper, a high fidelity nonlinear representation of a reaction wheel, as shown in Figure 1, is considered. A detailed mathematical model of this reaction wheel is described and derived below. The satellite’s attitude control is achieved by using three reaction wheels
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to generate control torques in each of the three axes independently. The reaction wheel actuators utilized are essentially torque motors with high inertial rotors. They can spin in either direction and provide one axis of control for each wheel. Each reaction wheel (Roll, Pitch or Yaw) is aligned with one of the body axes of the satellite. The Roll, Pitch or Yaw reaction wheels act as actuators for the Roll, Pitch or Yaw control loops, respectively. Each reaction wheel consists of several internal and external loops that have to be integrated to yield an accurate overall mathematical model. The following loops play an important role in the dynamics of each reaction wheel (refer to Figure 1 and [Bialke, 1998] for further details):

i. The negative feedback EMF torque limiting loop \(\tau_{EMF}\) due to low bus voltage, \(V_{bus}\), condition that may limit the motor torque at high speeds because of increasing back-EMF voltage gain, \(K_e\), of the motor,

ii. The negative feedback viscous and coulomb friction loop. Viscous friction is generated due to the bearing lubricant, and it has a strong sensitivity to temperature, \(T\). The relationship between temperature and drag torque model is given by:

\[
\tau_v = (0.049 - 0.0002(T + 30))
\]  

(1)

Coulomb friction is caused by friction within bearings, and is independent of the wheel speed and temperature, and therefore is primarily of interest as a disturbance source. This loop is included only for modeling purpose; we don’t measure these frictions to be used in the control loop, only we take into consideration their effect in the reaction wheel system.

iii. The negative feedback speed limiter loop is to prevent the flywheel from reaching unsafe speeds,

iv. The motor torque control is included since the motor driver is essentially a voltage controlled current source with a gain \(G_d\). In our research, we consider the motor current \(I_m\) to be directly proportional to the torque command voltage. The motor has a torque constant gain \(K_t\), which delivers a torque proportional to the current driver. By changing the torque constant gain \(K_t\), we have the possibility of generating another source of a fault, due to unexpected changes in motor current value, and

v. The torque noise disturbance \(\tau_{noise}\) is a very low frequency torque variation from bearings due to lubricant dynamics. This torque can be specified as a deviation from the ideal location of rotor at any constant speed, and is connected directly to satellite jitter by the ratio of flywheel inertia to the satellite inertia, according to

\[
\theta_{sat} = \theta_{noise} \frac{J}{I_{sat}}
\]  

(2)

The torque noise is assumed as a sine wave having a high pass filter frequency \(\omega_n\)

\[
\tau_{noise} = J\theta_{noise}\omega_n^2 \sin(\omega_n t)
\]  

(3)

where \(\theta_{sat}\) represents the satellite angular jitter and \(\theta_{noise}\) represents the torque noise angle. The speed limiter and EMF torque limiting loops use three conditional Heveaside functions to enable the high-gain negative feedback \(K_s\), when the reaction wheel exceeds an established speed threshold \(\omega_s\), and to eliminate the voltage drop when the power is not
being drawn from the bus during a deceleration (since the energy is being removed from the wheel). The EMF torque limiting loop could be controlled by the voltage feedback gain, $K_f$.

The above models and existing governing relationships as shown in Figure 1 could be combined to yield a state-space representation for the reaction wheel, such in [Tudoroiu et al., 2006; Tudoroiu & Khorasani, 2007].

### 2.2 Discharge Air Temperature (DAT) system

Figure 2 shows a schematic diagram of a DAT loop of a HVAC system. A central air supply provides air at a controlled temperature and water flow rate for use in heating coil, $T_{a0}$ and $\dot{m}_a$ respectively. A heating coil interposed in the central air supply space heats the discharged air using hot water. The temperature of the air leaving the heating coil $T_a$ is controlled by regulating the rate at which the hot water flows through the heating coil as shown by the feedback control loop. The discharged air flow rate is regulated to maintain a predetermined static air pressure within the temperature controlled space. In Figure 2, $u$ represents the hot water flow rate, i.e., the DAT loop subsystem input, and $T_{a0}$ is the DAT output. The entering air temperature $T_{a0}$ is considered as a disturbance on the system. The DAT system is modeled as a SISO system as shown by the block diagram in Figure 3.

The model is nonlinear and described by the following equations [Zaheeruddin & Patel, 1995]:

\[
\frac{dT_a}{dt} = c_1 h_a \eta_{ov} (\bar{T}_a - \bar{T}_f) + c_2 \dot{m}_a (T_a - T_{a,in})
\]

\[
\frac{dT_w}{dt} = c_3 h_w (\bar{T}_t - \bar{T}_w) + c_4 \dot{m}_w (T_w - T_{w,in})
\]

\[
\frac{dT_f}{dt} = \frac{1 - \eta_s}{\eta_s + c_5} [c_6 \dot{m}_a (T_a - T_{a,in}) + \frac{c_7}{1 - \eta_s} h_w (\bar{T}_t - \bar{T}_w) + (c_8 + \frac{c_9}{1 - \eta_s}) h_a \eta_{ov} (\bar{T}_a - \bar{T}_f)]
\]

For the simulations we use the following values for the coefficients:

- $c_1 = -1.2046$, $c_2 = -38.9034$, $c_3 = 4.5714 \times 10^{-5}$, $c_4 = -0.2023$,

- $c_5 = 1.1192$, $c_6 = 38.9034$, $c_7 = -1.4926 \times 10^{-5}$, $c_8 = 1.2046$,

- $c_9 = 4.8995 \times 10^{-4}$, and the air and water heat transfer coefficients $h_a, h_w$, the sensitive efficiency quadratic functions $\eta_s, \eta_{ov}$ are given by:

\[
h_a = -17.58 \dot{m}_a^2 + 70.562 \dot{m}_a + 8.1796,
\]

\[
h_w = 1403.2 (\dot{m}_w)^{0.8},
\]

\[
\eta_s = 0.16375 \dot{m}_a^2 - 0.39483 \dot{m}_a + 0.92805,
\]
The variation ranges for the disturbance inputs $\dot{m}_a, T_{a,in}, T_{w,in}$, and the control input $\dot{m}_w$, are given by:

$$\dot{m}_a \in [0.1, 0.8]\left[\frac{kg}{s}\right], T_{a,in} \in [16, 22]^{[0 \, ^\circ C]}, T_{w,in} \in [35, 50]^{[0 \, ^\circ C]}$$

The variables that appear in this DAT model have the following significance:

- $T_a^{[0 \, ^\circ C]}$ - the air temperature leaving the heating coil,
- $T_w^{[0 \, ^\circ C]}$ - the hot water supply temperature, with their average values given by
  $\overline{T}_a = \frac{T_a + T_{a,in}}{2}, \overline{T}_w = \frac{T_w + T_{w,in}}{2}$,
- $T_t^{[0 \, ^\circ C]}$ - the average tube temperature, $T_{a,in}^{[0 \, ^\circ C]}$ - the inlet air temperature leaving the heating coil, $T_{w,in}^{[0 \, ^\circ C]}$ - the inlet water supply temperature,
- $\dot{m}_a \left[\frac{kg}{s}\right]$ - the input air flow rate, and
- $\dot{m}_w \left[\frac{kg}{s}\right]$ - the water flow rate.

The input of the simplified SISO model is hot water flow rate, $\dot{m}_w$, $u(k)$, and the output is the temperature of air leaving the heating coil, $T_a^{[\circ C]}$, $y(k)$. Hot water supply temperature $T_w^{[\circ C]}$ and the average tube temperature $\overline{T}_t^{[\circ C]}$ act as disturbances on the DAT loop of HVAC system. Also such as input disturbances could be considered $\dot{m}_a, T_{a,in}$, and $T_{w,in}$.

In practice the hot water flow rate is regulated such that the temperature of air leaving the heating coil is maintained closed to a chosen set-point. In this representation the heating coil output temperature set point is more directly related to the overall DAT subsystem performance, and the model uncertainties are due to variable heat and mass transfer rates.

The equivalent discrete time space system representation of the DAT system (4)-(6) has the following form:

$$x_1(k+1) = x_1(k) + c_1 h_2(k) \eta_{in}(k) T_t \left( \overline{x}_1(k) - x_3(k) \right) +$$
$$c_2 T_s \left( x_1(k) - p_1(k) \right) p_2(k)$$

(11)

$$x_2(k+1) = x_2(k) + c_3 h_4(k) T_t \left( x_3(k) - \overline{x}_2(k) \right) +$$
$$c_4 T_s \left( x_3(k) - p_3(k) \right) u(k)$$

(12)

$$x_3(k+1) = x_3(k) + \frac{1 - \eta_s}{\eta_s + c_5} T_s [c_6 u(x_1(k) - p_2(k)) p_1(k) +$$
$$\frac{c_7}{1 - \eta_s} h_s(k) (x_3(k) - \overline{x}_2(k)) p_2(k) +$$
$$(c_8 + \frac{c_9}{1 - \eta_s}) h_a(k) \eta_{ov}(k) (\overline{x}_1(k) - x_3(k))]$$

(13)
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Fig. 1. A detailed block diagram of a high fidelity reaction wheel model.

Fig. 2. Schematic diagram of DAT system
Fig. 3. SISO DAT oriented system

where

$$y(k) = x_1(k)$$

(14)

$$x(k) = [x_1(k) \ x_2(k) \ x_3(k)]^T = [T_a(k) \ T_w(k) \ \bar{T}_t(k)]^T$$ represents the state space vector,

$$u(k) = \dot{m}_w(k)$$ is the DAT subsystem input,

$$y(k) = [T_a(k)]$$ is the DAT subsystem output, and

$$p(k) = [p_1(k) \ p_2(k) \ p_3(k)]^T = [T_{a,in}(k) \ \dot{m}_a(k) \ T_{w,in}(k)]^T$$ represents the disturbance input vector. In simulation environment we consider the sampling time $T_s = 4$ seconds.

The sensitive efficiency quadratic functions $\eta_s, \eta_{ov}$ and the time variable water heat transfer coefficients $h_a, h_w$, become:

$$\eta_s(k) = 0.16375p_2^2(k) - 0.39483p_2(k) + 0.92805$$

(15)

$$\eta_{ov}(k) = 1 - 0.9(1 - \eta_s(k))$$

(16)

$$h_a(k) = -17.58p_2^2(k) + 70.562p_2(k) + 8.1796$$

(17)

$$h_w(k) = 1403.2(u(k))^{0.8}$$

(18)

The average values of the states $x_1(k)$ and $x_2(k)$ are given by

$$\bar{x}_1(k) = \frac{x_1(k) + x_{1,in}(k)}{2}, \bar{x}_2(k) = \frac{x_2(k) + x_{2,in}(k)}{2}$$

(19)

where

$$x_{1,in}(k) = T_{a,in}(k),$$

$$x_{2,in}(k) = T_{w,in}(k).$$

The dynamics of the valve actuator is integrated in the plant dynamics, and will be represented by a nonlinear block with backlash characteristic of dead zone width $=2r$, such in Figure 4.
The backslash nonlinearity can be described by two modes of operation, as either tracking or in the dead zone:

**Tracking** described by the following differential equation:

\[ \dot{w} = \mu y \]  

with the solution given by:

\[ w = \mu (y - r) \quad \text{for} \quad \frac{dy}{dx} > 0, \]  

\[ w = \mu (y + r) \quad \text{for} \quad \frac{dy}{dx} < 0 \]  

**Dead zone** described by the following differential equation:

\[ \dot{w} = 0 \quad \text{if} \quad |w - \mu y| \leq \mu r \]  

where \( r \) is the dead zone width and \( \mu \) is the slope of the tracking region such as depicted in the Figure 4, with

\[ y = \phi(x), \quad \text{and} \]  

\[ w(t) = \phi(\phi_0, x([0, t])) = \Phi[x, \phi_0][t], \quad t \in [0, T] \]  

Unlike memory less nonlinearities, hysteresis output at any given time is function of the entire history of the input, and the initial condition of the output, \( \phi_0 \).

### 3. Kalman filter estimation techniques

#### 3.1 Extended Kalman Filter (EKF)

Consider the dynamics of a linear stochastic system expressed in the state-space difference representation

\[ x_{k+1} = Fx_k + Gu_k + w_k \]  

\[ y_k = \Phi(x_k) + \epsilon_k \]  

where \( x_k \) is the state, \( y_k \) is the measurement, and \( \epsilon_k \) is the measurement noise with covariance \( R_k \). The filter uses a prediction step and an update step to estimate the state and update the estimate based on the new measurement.

\[ \hat{\Phi}(x_k) = \Phi(x_{k-1}) + \Phi(x_{k-1})F \]  

\[ \hat{\Phi}(x_k) = \Phi(x_{k-1}) + \Phi(x_{k-1})F \]  

\[ P_k = \Phi(x_{k-1})P_{k-1}\Phi^T(x_{k-1}) + R_k \]  

\[ K_k = P_k \Sigma_{\Phi}(x_k) \]  

\[ \hat{x}_k = \hat{x}_k + K_k(y_k - \Phi(x_k)) \]  

\[ P_k = P_k - K_k \Sigma_{\Phi}(x_k) P_k \]  

where \( \Sigma_{\Phi}(x_k) = \Phi(x_k) \Sigma_{\Phi}(x_{k-1}) \Phi^T(x_k) + R_k \) and \( \Sigma_{\Phi}(x_k) = \Phi(x_k) \Sigma_{\Phi}(x_{k-1}) \Phi^T(x_k) + R_k \) are the covariance matrices of the measurement and state, respectively.

Fig. 4. The backslash nonlinearity

The input-output behaviour of the backslash nonlinearity can be described by two modes of operation, as either tracking or in the dead zone:
\[ y_k = Hx_k + v_k \]  \hspace{1cm} (27)

where \( w_k \) and \( v_k \) are the process and measurement noise, respectively, that are assumed to be independent white Gaussian random processes with zero mean and

\[
E[w_n w_k^T] = \begin{cases} 
Q_w, & n = k \\
0, & n \neq k 
\end{cases}, \quad E[v_n v_k^T] = \begin{cases} 
R_v, & n = k \\
0, & n \neq k 
\end{cases}
\hspace{1cm} (28)

The process and measurement noise have normal probability distributions governed by

\[
p(w) \sim N(0, Q_w), \quad p(v) \sim N(0, R_v) \hspace{1cm} (29)
\]

The covariance matrices \( Q_w \) (process noise covariance) and \( R_v \) (measurement noise covariance) might change with each time step or measurement, but in our approach we assume that they are constant. Due to the process noise injected in the state space equation (26)-(27), the state vector \( x_n \in \mathbb{R}^n \) becomes random variable with its distribution approximated by a Gaussian distribution function \( p(x) \sim G(\hat{x}, P_x) \). The general formulation of EKF algorithm used for the state estimation of the dynamical system (26)-(27) is well presented in the literature and we recommend for documentation some of the several fundamental papers such as [Plett, 2004; Haykin 2003; Joseph, 2003; Wan & Merwe, 2000; Julier & Uhlman, 1997]. The covariance matrices \( Q_w \) (process noise covariance) and \( R_v \) (measurement noise covariance), together with the initial error covariance \( P_{0|0} \) are the three tuning parameters in the EKF algorithm. The matrices \( Q_w \) and \( R_v \) are determined empirically and account for uncertainty in the tracking data. Setting these matrices “properly” significantly contributes in making the EKF filter robust. The error covariance matrix \( P \) indicates uncertainty in the state estimate and provides criterion for the error bound.

### 3.2 Unscented Transform Techniques (UTT)

Compared to EKF the UKF addresses the approximation issues presented in [Haykin, 2003; Joseph, 2003; Wan & Merwe, 2000; Julier & Uhlman, 1997]. The state distribution is represented by a Gaussian Random Variable, specified using a minimal set of carefully chosen sigma points. These sigma points completely capture the true mean and covariance of the Gaussian random variable, and when propagated through the true non-linear system, capture the posterior mean and covariance accurately until the 3rd order (Taylor series expansion) for any nonlinearity. The Unscented Transformation (UT), is a method for calculating the statistics of a random variable, which undergoes a nonlinear transformation. Consider propagating a random variable \( x \) (dimension \( L \)) through a nonlinear function, \( y = g(x) \). We assume that \( x \) has the mean \( \bar{x} \) and the covariance \( P_x \). To calculate the statistics of \( y \) we will build a matrix \( X \) of \( 2L+1 \) sigma vectors \( X_j \) (with corresponding weights \( W_j \)), as follows:
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\[ X_0 = \bar{x} \]
\[ X_i = \bar{x} + (\sqrt{(L+\lambda)}P_X)_{i-1}, i = 1, 2, ..., L \]
\[ X_i = \bar{x} - (\sqrt{(L+\lambda)}P_X)_{i-L}, i = L + 1, ..., 2L \]
\[ W^m_0 = \frac{\lambda}{L+\lambda} \]
\[ W^c_0 = \frac{\lambda}{L+\lambda} + (1-\alpha^2 + \beta) \]
\[ W^m_i = W^c_i = \frac{1}{2 \times (L+\lambda)}, i = 1, 2, ..., 2L \]

where the parameter \( \lambda \) is selected in deterministic manner
\[ \lambda = \alpha^2 \times (L + \kappa) - L \] (31)

and \( \alpha \) represents a scaling parameter, which determines the spread of the sigma points around mean state value \( \bar{x} \) and is usually set to a small positive value. \( k \) is a secondary scaling parameter which is usually set to 0, \( \beta \) is used to incorporate prior knowledge of the distribution of \( x \) (for Gaussian distribution, \( \beta = 2 \) is optimal), and \( \sqrt{(L+\lambda)P_X} \) is the \( i \)-th row of the matrix square root. The Unscented Transform determine the mean and covariance of system output \( y \) by approximation, using a weighted sample mean and covariance of the posterior sigma points. A simple example is shown in Figure 5 for a two-dimensional system. The left plot shows the true mean and covariance propagation using Monte-Carlo sampling [Haykin, 2003; Joseph, 2003; Julier & Uhlman, 1997], the center plots show the results using a linearization approach as would be done in the Unscented Transform (UT), and the right plots show the performance of the UT.

\[ Y_i = g(X_i) \]
\[ \bar{y} \approx \sum_{i=0}^{2L} W^m_i Y_i \] (32)
\[ P_y \approx \sum_{i=0}^{2L} W^c_i [Y_i - \bar{y}][Y_i - \bar{y}]^T \]

3.3 Unscented Kalman Filter (UKF) technique

The Unscented Kalman Filter (UKF) technique is based on the unscented transformation (UT) [Haykin, 2003; Joseph, 2003; Wan & Merwe, 2000; Julier & Uhlman, 1997] and addresses the general problem of state estimation \( x_k \in \mathbb{R}^n \) of a discrete-time controlled process that is governed by the nonlinear stochastic difference state-space equation with a measurement \( y_k \in \mathbb{R}^m \) that is given by the output equation

\[ x_{k+1} = f(x_k, u_k) + w_k \] (33)
\[ y_k = g(x_k, u_k) + v_k \] (34)
The random variables $w_k$ and $v_k$ representing the process and measurement noise injected to drive the system dynamics are generated by the additive noise sources. They are assumed to be independent, zero mean, white, and with normal probability distributions:

$$p(w) \sim N(0, Q_w)$$
$$p(v) \sim N(0, R_v)$$

The covariance matrices $Q_w$ (process noise covariance) and $R_v$ (measurement noise covariance) might change with each time step or measurement, but in our approach we assume they are constant. Due to the process noise injected in the state space equation the state vector $x_k \in \mathbb{R}^n$ becomes random variable with its distribution approximated by a Gaussian distribution function:

$$p(x) \sim G(\hat{x}, P_x)$$

The vital operation performed in the Kalman Filter is the propagation of a Gaussian random state variable $x_k \in \mathbb{R}^n$ through the system dynamics. In the Extended Kalman Filter (EKF) estimator the Gaussian random state variable $x_k \in \mathbb{R}^n$ is propagated analytically through the first-order linearization of the nonlinear system. This can introduce large errors in the true posterior mean and covariance of the transformed Gaussian random state variable, which may lead to sub-optimal performance and sometimes divergence of the filter. The UKF estimator approach is developed such as an...
alternative to the EKF estimator and addresses this problem by using a deterministic sampling approach. Using the principle that a minimal set of carefully chosen sample points can be used to parameterize mean and covariance, the UKF estimator yields superior performance compared to EKF estimator, specially for nonlinear systems. These sample points completely capture the true mean and covariance of the Gaussian random state variable $x_k \in \mathbb{R}^n$, and are propagated through the true nonlinear system dynamics. The main advantage of the UKF estimator is that it does not require the calculation of the Jacobian matrices that could lead to implementation difficulties. In this work we developed an augmented UKF architecture [Haykin, 2003; Joseph, 2003; Wan & Merwe, 2000; Julier & Uhlman, 1997].

The algorithm is developed to compute a collection of sigma points corresponding to the state vector $x_k$ or noise signals $w_k$ and $v_k$, stored in the column of the $L \times (2L+1)$ sigma point matrix $X_{k-1}$, where $L = \text{dim}(X) + \text{dim}(W) + \text{dim}(V)$.

### 4. Design of the IMM Fault Detection and Diagnosis (FDDI) strategy

#### 4.1 Jump Markov linear hybrid dynamic model

The multiple model approach for fault detection and diagnosis (FDD) assumes that the actual system at any time can be modeled sufficiently accurately by the following jump Markov hybrid nonlinear system:

$$x(k+1) = F(k,m(k+1),x(k),u(k)) + T(k,m(k+1))w(k,m(k+1)), x(0) \sim N(\hat{x}_0,P_0) \quad (37)$$

$$z(k) = G(k,m(k),x(k),u(k)) + v(k,m(k)) \quad (38)$$

The mode of the system (normal or faulty) at time $k$ is selected by a discrete process $m_j$, and modeled as a $s$-state, first-order Markov chain with transition probabilities $\pi_{ij}(k)$ given by:

$$\pi_{ij}(k) = P\{m_j(k+1) \mid m_i(k)\}, \forall m_i, m_j \in S \quad (39)$$

and

$$0 \leq \pi_{ij}(k) \leq 1, \ i=1,N, j=1,N, \ \sum_j \pi_{ij}(k) = 1, \ i=1,N \quad (40)$$

The initial state distribution of the Markov chain is $\pi(0) = [\pi_1, \pi_2, \pi_3, \ldots, \pi_N]$, where

$$0 \leq \pi_j \leq 1, \ \forall j=1,N, \ \sum_{j=1}^N \pi_j = 1 \quad (41)$$

and where $x(k)$ is the state vector, $z(k)$ is the mode-dependent measurement vector, and $u(k)$ is the control input vector. The process and measurement noise vectors $w(k)$ and $v(k)$, respectively, are mutually independent, additive, white Gaussian of zero mean and covariance matrices $Q_w(k)$ and $R_v(k)$, and are independent of the initial state $x(0)$. In expression (39), $P[.]$ denotes the probability operator. The event that $m_j$ is in effect at time $k$ can be modeled sufficiently accurately by the following jump Markov hybrid nonlinear system:
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$k$ is denoted as $m_j(k) = \{m(k) = m_j\}$, and $S = \{m_1, m_2, ..., m_N\}$ represents the set of all possible system modes. The system (37)-(38) may jump from one such system to another at a random time. It can be observed from (37) that the state vector observations are in general noisy and dependent. Therefore, the mode information is embedded in the measurement sequence. The system mode sequence is an indirectly observed Markov chain, from which the transition probability matrix $\pi = \{\pi_{ij}\}$ represents a design parameter. The FDD problem for the above hybrid system (37)-(38) can be stated as that of determining the current model state. In other words, it involves determining whether the normal or a faulty mode is currently in effect from a sequence of noisy observations. How to design set of modes to represent the possible system modes is a key issue in multiple model approach, which is problem-dependent. This design should be achieved by attempting to have models (approximately) that represent or cover all possible system modes at any given time. This represents the model set design that is critical for multiple model based FDD. To design a good set of models requires a priori knowledge of possible faults in the system. These issues are formally described in the next subsection.

### 4.2 IMM Fault Detection and Diagnosis and Isolation (FDDI) strategy

In application of multiple model estimation techniques for fault detection and diagnosis, the following tasks should be implemented:

i. model set design,
ii. filter selection,
iii. estimate fusion, and
iv. filter re-initialization.

Filter selection deals with the problem of selecting a model-based recursive filter such as an unscented Kalman Filter (UKF) for each model of the nonlinear system. The estimate fusion task combines model-conditional estimates to obtain an overall estimate. Towards this end, three approaches could be investigated, namely soft, hard and random decisions. The procedure for reinitializing each single-model based filter from time to time is of significant importance for multi-model estimation. The simplest approach for reinitializing each filter is to use its previous state estimate and filter covariance at the current cycle. In this case filters are operating in parallel and no interactions exist among them. However, this may lead to unsatisfactory performance when the system structure or its mode changes. For this reason, it would be more appropriate to reinitialize each filter using the previous overall state estimate and covariance matrix which does lead to an interacting multiple model estimation technique. For each faulty mode corresponding to a set of possible ACS reaction wheel or HVAC faults and a normal operating mode, one can apply an EKF or UKF based on measurements collected from the reaction wheel or valve actuators. The input considered can be taken as the torque command voltage vector $u$, or water flow rate. The dynamics of a Kalman Filter estimation technique associated with each mode is described by the following nonlinear state space representation:

$$
x_j(k+1) = F_j(k, x_j(k), u_j(k)) + T_j(k)w_j(k) \\
z_j(k) = G_j(k, x_j(k), u_j(k)) + v_j(k)
$$

(42)
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where the subscript $j$ denotes the quantities pertaining to mode $m_j$. The nonlinear functions $F_j$, $G_j$, and the weighting matrix $T_j$ may have different structures for different values of $j$. The process noise and measurement noise vectors $w_j$ and $v_j$ are white Gaussian of zero mean with covariance matrices $Q_{wj}$ and $R_{vj}$, respectively. In principle the probability of a given model matches the system mode provides the required information for the fault detection and diagnosis. Taking into account historical behaviour of modes at time $k$ ensures that the interacting multiple model (IMM) algorithm yields a good estimate. Consequently, exponential increase in complexity of a detection algorithm is avoided by mixing previous estimates at beginning of each cycle. The model probabilities provide an indication of the mode in effect at any given time, and therefore can provide an indication of the reaction wheel actuator fault. By using model probabilities information, both fault detection and diagnosis can be achieved. This decision making process is formally stated according to:

$$
\mu_j(k+1) = \max_j \mu_j(k+1) = \mu
$$

If $\mu > \mu_T$ then mode $j$ is faulty

Otherwise no fault occurs

where $\mu_{\text{Threshold}}$ represents the fault detection threshold value. The interacting estimation algorithm runs each parallel filter bank only once in each cycle. Each of these filters at time $t_{k+1} = k+1$ has its own input, the state estimate at time $t_k$, $\hat{x}^o(k|k)$, and its own covariance matrix, $P^o(k|k)$, which form a valid quasi-sufficient statistics of all the past information, under the assumption that model of each filter matches the system mode. The above decision rule yields not only fault detection capability but also information about the type (sensor or actuator), the location (which sensor or actuator), the size (total failure or partial failure with fault severity), and the fault occurrence time.

### 4.3 Interacting Multiple Model (IMM) algorithm

A detailed procedure for an IMM algorithm that utilizes the standard Kalman Filter estimation technique is included in references [Zhang & Xiao, 1997; Narendra & Balakrishnan, 1997; Zhang & Xiao, 1998]. Similarly, the steps for an IMM algorithm that utilizes an UKF estimation technique are also developed in [Tudoroiu & al., 2006, Tudoroiu & Zaheeruddin, 2006, Tudoroiu & Khorasani, 2005]. Based on the standard IMM algorithm described in details in [Zhang & Xiao, 1997; Zhang & Xiao, 1998] we could embed without difficulties the dynamics of the EKF or UKF estimation techniques to obtain an IMM_EKF or IMM_UKF structures. A simplified flowchart representing the FDDI scheme with the process dynamics of the IMM_EKF and IMM_UKF estimators is shown in Figure 6. The results of applying EKF and UKF algorithms for fault detection and diagnosis (FDDI) of the faults in reaction wheel actuators (ACS) of the satellite and in valve actuators (HVAC systems). These results will be presented in the next section.

**Parameter Settings**

The set of parameters chosen for the EKF and UKF algorithms is given by

$$
\alpha = 0.0001, \quad k = 0, \quad \beta = 2, \quad P_0 = 1 * 10^{-6} * I_3, \quad Q_w = 2 * 10^{-6} * I_3, \quad R_v = 10^{-6}.
$$
5. Simulation results

5.1 ACS systems
EKF and UKF-based interacting multiple model (IMM) algorithms are now applied for fault detection and diagnosis of a reaction wheel under different kinds of uncertainty (unknown model structure and parameters). In this work, we consider only transitions between the normal mode and faulty modes as well as between faulty modes and the normal mode. The root-causes of faults injected to the reaction wheels are due to the following sources:

i. unexpected viscous friction changes generating anomalies in the temperature $T$

ii. unexpected changes in the bus voltage $V_{bus}$, and

iii. loss of effectiveness in the motor torque as represented by unexpected changes in the coefficient $k_t$.

Fig. 6. FDD Block Scheme

Let us now to designate by $(z_1,u_1),(z_2,u_2),(z_3,u_3),(z_4,u_4)$ measurement observations and inputs of the filter banks for the normal mode, first, second, and third faulty modes, respectively. We also designate by $(z_{23},u_{23}),(z_{24},u_{24}),(z_{34},u_{34})$ measurement observations and inputs of the filter banks for simultaneous two faulty modes $(z_{23},z_{23}),(z_{24},z_{24}),(z_{34},z_{34})$, respectively. These modes are labelled from $j=1$ to $j=7$ as an alternative to a mode probability graphical representation. In this way it is easier to
identify the occurrence and dynamic evolution of fault modes within each window horizon. These modes have the following specifications:

i. The normal mode \((z_1, u_1)\), labelled \(j=1\), is generated according to the nonlinear state equations corresponding to the nominal parameters, \(T_1 = 30 ^{0}\text{C}\), \(k_{f_1} = 0.029\), and \(V_{bus_1} = 24[V]\).

ii. The faulty mode \((z_2, u_2)\), labelled \(j=2\), is generated by an abnormal increase of temperature from \(T_1 = 30^{0}\text{C}\) to \(T_2 = 200^{0}\text{C}\), \(k_{f_2} = 0.029\), and \(V_{bus_2} = 24[V]\).

iii. The faulty mode \((z_3, u_3)\), labelled \(j=3\), is generated by a sudden change of \(V_{bus}\) from \(V_{bus_1} = 24[V]\) to \(V_{bus_3} = 12[V]\), \(T_3 = 30^{0}\text{C}\), and \(k_{f_3} = 0.029\).

iv. The faulty mode \((z_4, u_4)\), labelled \(j=4\), is generated by a sudden change in the motor current corresponding to a loss of effectiveness of \(k_i\) from \(k_{f_4} = 0.029\) to \(k_{t_4} = 0.002\), \(T_4 = 30^{0}\text{C}\), and \(V_{bus_4} = 24[V]\).

v. The faulty mode \((z_{23}, u_{23})\), labelled \(j=5\), is generated by an abnormal increase of temperature from \(T_1 = 30^{0}\text{C}\) to \(T_5 = 100^{0}\text{C}\) and a sudden change of \(V_{bus}\) from \(V_{bus_1} = 24[V]\) to \(V_{bus_5} = 12[V]\), and \(k_{f_5} = 0.029\).

vi. The faulty mode \((z_{24}, u_{24})\), labelled \(j=6\), is generated by an abnormal increase of temperature \(T\) from \(T_1 = 30^{0}\text{C}\) to \(T_6 = 100^{0}\text{C}\) and a sudden change in the motor current corresponding to a loss of effectiveness of \(k_i\) from \(k_{f_6} = 0.029\) to \(k_{t_6} = 0.002\), and \(V_{bus_6} = 24[V]\).

vii. The faulty mode \((z_{34}, u_{34})\), labelled \(j=7\), is generated by a sudden change of \(V_{bus}\) from \(V_{bus_1} = 24[V]\) to \(V_{bus_7} = 12[V]\) and a change in the motor current corresponding to a loss of effectiveness of \(k_i\) from \(k_{f_7} = 0.029\) to \(k_{f_7} = 0.002\), and \(T_7 = 30^{0}\text{C}\).

The specific level of process and measurement noise, and the selected parameters and initialization settings are given below:

\[
\hat{x}_1 = \hat{x}_2 = \hat{x}_3 = \hat{x}_4 = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad P_1 = P_2 = P_3 = P_4 = 10^{-4} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix},
\]

\[
T_1 = T_2 = T_3 = T_4 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \text{the process and measurement noise covariance matrices are}
\]

\[
Q_1 = Q_2 = Q_3 = Q_4 = 2 \times 10^{-2} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad R_1 = R_2 = R_3 = R_4 = 5 \times 10^{-2} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix},
\]

\[
\mu_1(1,1) = \mu_2(1,1) = \mu_3(1,1) = \mu_4(1,1) = \frac{1}{N}, \quad N = 4 \text{ represents the number of modes, the}
\]
threshold mode probability is $\mu_{\text{Threshold}} = 0.3$, and the IMM transition mode probability is selected as

$$\pi = \begin{bmatrix}
\frac{117}{120} & \frac{1}{120} & \frac{1}{120} & \frac{1}{120} \\
\frac{3}{120} & \frac{117}{120} & 0 & 0 \\
\frac{3}{120} & 0 & \frac{117}{120} & 0 \\
\frac{3}{120} & 0 & 0 & \frac{117}{120}
\end{bmatrix}.$$  

The simulation results are presented in Figure 7.

(a)

(b)

Fig. 7. The evolution of the mode probability and of the index of the mode probability for the second scenario.
It should be noted that there are short transient responses in the first window horizon \([0, 30]\) and in the sixth window horizon \([200, 250]\) for the IMM UKF algorithm (Figure 7(b)), but a long transient response time of at least 25 samples inside the window horizon \([200, 250]\), for the IMM EKF algorithm (Figure 7(a)). Results reveal that a very good faulty mode detection and classification are obtained with a very fast transient response for the EKF algorithm and a small transient response for the UKF algorithm. For the simulation purpose we consider in our research the sequence of multiple fault modes (second scenario) \(z = [z_1 \ z_2 \ z_1 \ z_1 \ z_4], u = [u_1 \ u_2 \ u_1 \ u_3 \ u_1 \ u_4]\), where the first, second, and the third wheel’s fault occur at the beginning of window horizons \([30,70]\), \([150,200]\), and \([250,300]\), respectively. These faults persist for the duration of 40, 50, and 50 samples, respectively within each window. The evolution of mode probabilities and their index for this scenario are presented in Figures 7(a) and 7(b).

5.2 HVAC systems

The simulation results for the UKF estimator and IMM_UKF analysis approach in the simple estimation and fault detection (valve leakage) cases of the HVAC systems are presented in Figures 8-11. The step responses of the healthy DAT system \((\alpha = r = 0)\) and of the faulty modes \((\alpha = r = 2, 4, \text{and } 6)\), representing different severity levels of the valve leakage are represented and described in detail in [Tudoroiu & Zaheeruddin, 2006, Tudoroiu & Zaheeruddin 2005]. These responses reveal a progressive degradation of the system performance with the increasing of the backlash width \(\alpha\). In practice, it is very important to detect all these intermediate phases of progressive increase in backlash width to avoid complete failure of the valve actuator and consequently the total degradation of the system performance.

For state estimation purpose we consider the following two cases:

a. State estimation with the same state initial conditions with the process model, as in Figure 8:
\[(15[{^\circ}\text{C}], 35[{^\circ}\text{C}], 34[{^\circ}\text{C}]), p_1=10[{^\circ}\text{C}], p_3=40[{^\circ}\text{C}]\]

b. State estimation with different state initial conditions than the process model, as in Figure 9:
\[(20[{^\circ}\text{C}], 38[{^\circ}\text{C}], 37[{^\circ}\text{C}]), p_1=10[{^\circ}\text{C}], p_3=40[{^\circ}\text{C}]\) for process model and \((25[{^\circ}\text{C}], 32[{^\circ}\text{C}], 30[{^\circ}\text{C}]), p_1=10[{^\circ}\text{C}], p_3=40[{^\circ}\text{C}]\) the initial conditions for the state estimates.

The simulations results presented in Figures 8-9 reveal the robustness of the UKF algorithm to the changes in the initial conditions of the state estimates. The IMM_UKF algorithm could be applied for a wide engineering applications field for estimation and fault detection, diagnosis and isolation (FDDI) of stochastic systems under different kinds of uncertainties (unknown model structure or parameters) or system failures (valve leakage, stuck-open valve, stuck close valve). In our paper we have applied IMM_UKF algorithm to detect the following faulty modes:

1. **First scenario (healthy system)**, labeled by \(j=1\) is obtained for the following parameters values: \(p_1=10, p_2=0.8, p_3=40\).
2. **Second scenario (first fault)**, labeled by \(j=2\) is obtained for \(p_1=16, p_2=0.8, p_3=40\).
3. **Third scenario (second fault)**, labeled by \(j=3\) is obtained for \(p_1=10, p_2=0.8, p_3=40\).
4. **Fourth scenario (third fault)**, labeled by \(j=4\) is obtained for \(p_1=10, p_2=0.6, p_3=50\).
For the simulation purposes we consider the following scenarios:

i. \( z = z_j, u = u_j \), \( j = 1,2,3,4 \).

ii. \( z = [z_1 z_2 z_1], u = [u_1 u_2 u_1], \) when the first actuator’s failure occurs inside the horizon window \([50,150]\).

iii. \( z = [z_1 z_3 z_1], u = [u_1 u_3 u_1], \) when the second actuator’s failure occurs inside the horizon window \([150,200]\).

iv. \( z = [z_1 z_4 z_1], u = [u_1 u_4 u_1], \) when the third actuator’s failure occurs inside the horizon window \([150,250]\).

v. \( z = [z_1 z_2 z_3 z_1 z_4 z_1], u = [u_1 u_2 u_1 u_3 u_4 u_1], \) when the first actuator’s failure occurs inside the horizon window \([50,100]\), the second actuator’s failure inside the horizon window \([150,200]\), and the third actuator’s failure inside the horizon window \([250,300]\). In this paper we consider only the transitions between the normal mode and the fault modes, and also between the fault modes and the normal mode. The output measurements \( z_1, z_2, z_3, z_4 \) could be obtained from the deterministic part of the model equations.

The process will be initialized by the following values:

\[
\dot{x}_1 = \dot{x}_2 = \dot{x}_3 = \dot{x}_4 = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, \quad P_1 = P_2 = P_3 = P_4 = \text{diag}(0.0001, 0.0001, 0.0001),
\]

\[
T_1 = T_2 = T_3 = T_4 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

The initial values of the mode probabilities are assumed to be equal:

\[ \mu_1 = \mu_2 = \mu_3 = \mu_4 = \frac{1}{n} = 0.25, \]

where \( n = 4 \), represents the number of modes, the threshold mode probability \( \mu_{\text{threshold}} = 0.02 \), and the transition mode probability used for simulations is

\[
\pi = \begin{bmatrix}
117 & 1 & 1 & 1 \\
120 & 120 & 120 & 120 \\
3 & 117 & 0 & 0 \\
120 & 0 & 117 & 0 \\
3 & 0 & 0 & 117 \\
120 & 120 & 120 & 120
\end{bmatrix}
\]

It seems that the last scenario is more complex and we will present the simulation results only for this sequence of multiple faults such in Figures 10-11. In Figure 10 is presented the evolution of the mode probabilities and in Figures 11 is presented the probability index of the active fault. These simulation results reveal robustness and an accurate identification of the sequence of the multiple faults. We remark also some false alarms during the transient...
period of the fault injection within the windows [50,100], [150,200]. These false alarms occur due to the fact that the IMM_UKF algorithm is based on the steady-state residual measurements.

Fig. 8. The UKF state estimation with the same initial conditions with the process model

Fig. 9. The UKF state estimation with different initial conditions than the process model
Fig. 10. The evolution of the mode probability for the sequence $z = [z_1, z_2, z_3, z_4, z_1], u = [u_1, u_2, u_3, u_4, u_1]$

6. Conclusion

In this paper, we present two fault detection model-based approaches, namely frequency analysis and an Interactive Multiple Model based on Unscented Kalman Filter (IMM_UKF)
state estimation. The frequency analysis method is simple and practical, but not accurate and robust. The results of IMM_UKF algorithm obtained in simulation environment reveal the superiority of this algorithm compare to frequency analysis approach. The IMM_UKF algorithm is more accurate and capable to estimate the dynamic evolution of the state variables for monitoring purposes in HVAC systems. The IMM_UKF algorithm is faster and eliminates completely the linearization of the process dynamics. Also the robustness to the measurement and process noises as well as parameter changes is a further benefit of this algorithm. Also the superiority of the UKF algorithm is well documented in the literature [Haykin, 2003; Joseph, 2003; Tudoroiu et al., 2006]. However the gain of the UKF algorithm is for nonlinear cases, but sometimes it is very difficult to obtain the analytical model of the nonlinear system. Based on these results we will be capable to identify the degradation level of the faulty valve. The approach is probabilistic and gives results more accurate than the spectral analysis. The results obtained are encouraging and the performance of the IMM_UKF algorithm will be tested. The recovery mode development to complete the IMM_UKF algorithm in order to avoid the degrading in performance of the closed-loop HVAC systems during the failures periods will be explored in the future work. In our research, we have studied the possibility of using two interacting multiple models based on extended (IMM_EKF) and unscented (IMM_UKF) Kalman Filter estimation techniques for detection and diagnosis of faults in reaction wheels of the attitude control system (ACS) in a satellite and the valve actuators of HVAC systems. The main contributions are summarized briefly as follows:

a. Detection and identification of reaction wheel faults of the ACS and HVAC systems due to a number of possible sources that generate soft and hard anomalies during a scientific mission of a satellite or valve operation.

b. Implementation of a bank of parallel Kalman filters for faulty modes covering a rather broad set of the most likely and commonly possible scenarios of reaction wheel and valve actuators failures,

c. Detection and diagnosis of both partial and significant reaction wheel and valve actuators failures for different scenarios using the IMM_EKF and IMM_UKF estimation algorithms,

d. Comparison of performance capabilities and advantages of IMM_UKF estimation algorithm with respect to the IMM_EKF estimation algorithm, and

e. Robustness analysis of both the IMM_EKF and IMM_UKF estimation algorithms to the selection of model transition probabilities, modeling errors, and noise statistics under different scenarios.

The approach proposed in this paper is probabilistic in nature and yields results that are more accurate and having good fault classification capabilities than the spectral analysis that are well studied in the literature [Tornhill et al., 2001; Tudoroiu & Zaheeruddin, 2005]. Based on fault identification analysis that is carried out it can be observed that the IMM_UKF estimation algorithm is robust to modeling uncertainties, and to statistics of noise measurements and process noise. Our proposed algorithms work similar to a neural network estimator and classifier that is described in e.g. [Li, 2005; Sobhani, 2006] where dynamic neural network architectures are employed to perform satisfactory FDDI. Compared to a neural network estimator and classifier, IMM_UKF estimation algorithm doesn’t need an on-line training that takes an extensive amount of computational
resources. Another similar approach uses observer banks of autoregressive time series models for fault diagnosis, based on Box-Jenkins linear autoregressive models, back-propagation neural networks, and radial function networks. Compared to the above approaches and IMM_EKF estimation algorithm, the IMM_UKF estimation algorithm performs better and has a much less computational burden and complexity, and it furthermore operates much faster. Perhaps the biggest drawback of predictive model-based approaches is the need for a suitable quantity of data for training and testing the system during the development phase. Moreover, stability of the IMM_UKF estimation algorithm still remains an open question, which needs further investigation. Also, the behavior of the IMM_UKF estimation algorithm for diagnosis in a fast or rapidly changing process dynamics needs to be explored further.
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