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1. Introduction

Action of super-power and ultra-short laser pulses on highly absorbing condensed media is investigated in the past two decades [1] - [5]. The urgency of this problem is primarily determined by a variety of practical applications of pulsed laser irradiation. In a short period of time scientists have mastered such operations as ablation of elemental materials by femtosecond lasers (100 fs) [6], femtosecond nanostructuring [7], generation of metallic nanoparticles and nanostructures by laser ablation of massive targets by 40 fs and 2ps pulses [8], etc.

The use of super-power $G \approx 10^{12}-10^{15}$ W/cm² and ultra-short $\tau \approx 10^{-12}-10^{-15}$ s laser pulses for dimensional processing of materials, such as cutting of various materials by pico-femtosecond laser pulses [9], micro-drilling by a femtosecond laser [10], surface etching of metals (Al, Cu, Mo, Ni) and semiconductors (Si) [11], is accompanied by realization of unique physical conditions. In particular, the duration of action becomes comparable with the characteristic times of thermalization and phase transitions in matter. This leads to the need to address complex fundamental problems, including the heating of the material and the kinetics of phase transitions in a strong deviation from local thermodynamic equilibrium.

It should be noted that the majority of laser technologies is associated with the beginning of phase transformations in the material. In particular, the action of pico - femtosecond laser pulses of high intensity on solid targets is one of the ways to create individual particles with unique characteristics, or to form their streams, consisting of a cluster, liquid or solid fragments of the target. The formation of the particle flux in the pulsed laser ablation is observed for a wide range of materials: metals, semiconductors and insulators. The
possibility of usage of laser ablation products in practical applications was the impetus for a number of experimental and theoretical studies [12], aimed at studying the conditions and mechanisms of formation of particles of nano- and micro-sizes during the laser exposure.

The accumulation of knowledge of the experimental nature in the first place in this dynamic field leads not only to the variety of practical applications of pulsed laser action, but also to a number of issues of independent physical interest.

The main features of ultrashort action on metals are associated with high speed and voluminous nature of the energy release of the laser pulse. The high rate of heating of a condensed medium is associated with rapid phase transformations of matter, characterized by the transfer of superheated phase boundaries of high-power fluxes of mass and energy. Overheated metastable states at the interface are characterized by temperatures, whose values can be hundreds of degrees higher than the equilibrium values of the melting point or boiling point. Removal of the energy by the flow of matter in conjunction with volume mechanism of energy release of laser radiation contribute to the formation of metastable superheated regions in the volume of solid and liquid phases with near-surface temperature maximum. Calculations [13] showed that the maximum speed of melting front are comparable to the speed of sound ~ (0.5 - 6) km / s, and the phase velocity of the solidification front are (10 - 200) m / s. Accordingly, the maximum superheating / undercooling can reach several thousand / hundred degrees. The achievement of such overheating and overcooling leads to large gradients of the Gibbs energy, which actually determine the driving force for high-speed phase transformations.

Physics of supercooled states in metallic and nonmetallic systems, because of their widespread use in the production of new materials technology, is relatively well-studied [14]. Superheated states received little attention until recently, largely because of the difficulty of experimental investigation and non-obviousness of their application. The situation changed with the advent of femtosecond laser pulses and their application for the production of nanoparticles and nanomaterials [15] - [17].

The purpose of this chapter is the theoretical study of nonequilibrium pulsed laser heating of metals, the kinetics and dynamics of phase transitions in a deep deviation from the local thermodynamic equilibrium.

The main tool for studying the processes initiated by laser pulses of picosecond and femtosecond duration are the methods of mathematical modeling and computational experiment (CE). The possibilities of experimental approaches in this area are very limited due to the large transience of the processes. Computational experiments are preferred in the cases where the natural experiment is not possible, is very difficult or very expensive. The statement of CE is especially convincing in the studies of the kinetics and dynamics of fast processes. For its statement, the computational experiment, which is an important link connecting theory and field experiments, requires the development of appropriate models, determining the properties of all substances studied, the development of computational algorithms and the creation of program codes.
Construction of a theory that covers most of the features of pulsed laser action on materials is very difficult. The methods of mathematical modeling in theoretical constructs have that advantage that you can use the phenomenological and the experimental data.

The description of the kinetics of fast phase transitions of the first kind is carried out in two classes of mathematical models: continuum and atomistic. Continuous models are based on the equations of continuum mechanics, as a rule, are represented as partial differential equations with appropriate boundary conditions and equations of state. Continuum model is used to describe the macro-level processes, heterogeneous kinetics and dynamics of phase transitions of the 1st kind [18]. Atomistic approach is based on a model of molecular dynamics is used to describe the kinetics of homogeneous phase transitions [19].

2. Brief theory of phase transformations of the 1st type

The basis of first-order phase transformations - melting-solidification and evaporation-condensation are two qualitatively different mechanisms: heterogeneous and homogeneous ones. The heterogeneous mechanism is characterized by a sharp interface between the phases (phase front of zero thickness) and determines the dynamics of phase transformations of the 1st type. The homogeneous mechanism of phase transitions that arise usually under the influence of the volume heating or cooling is associated with the processes of volume melting and boiling or spontaneous crystallization and condensation.

Historically, the theory of phase transformations of the 1st type of melting is based on two fundamental sections of classical physics, thermodynamics and kinetics.

2.1. Thermodynamical approach

Thermodynamics is a macroscopic theory [20], which from the energy point of view, considers the properties of macroscopic bodies in equilibrium. This allows to have a great community for the conclusions of thermodynamics. However, thermodynamics does not take into account the internal structure of the considered bodies and some of its conclusions and regulations do not have physical clarity. One way to describe the equilibrium processes in the equilibrium thermodynamics is a theory of thermodynamic potentials.

2.1.1. Phase equilibrium and phase transformations

The properties of a thermodynamic system are determined by thermodynamic parameters. The energy state of a thermodynamic system in equilibrium is uniquely determined by the parameters of the system. There is a unique relationship between the parameters of the system, which is mathematically represented by the state function. From a mathematical point of view, this means that the function has a total differential.

The basis of the method of thermodynamic potentials is just the possibility of introducing the state functions for the equilibrium processes, with total differentials describing the change in the state of a thermodynamic system.
The main identity of thermodynamics of equilibrium processes is usually represented as

\[ TdS = d\varepsilon + pdV \quad \text{or} \quad d\varepsilon = TdS - pdV \] (1)

Depending on the choice of the two independent parameters, one can introduce thermodynamic potentials, which differentiation allows determining the other unknown parameters of the state. In general, a thermodynamic potential may be a function of various parameters. In this notation, the internal energy is given as a function of entropy and volume: \( \varepsilon = \varepsilon(S,V) \). It is the function of the state and it has a total differential with respect to its variables. The total differential \( d\varepsilon \) can be used to determine the temperature \( T \) and pressure \( p \). However, the usage of entropy \( S \) and volume \( V \) as two independent variables is inconvenient because they are difficult to control in experiment. It is more convenient to use pressure \( p \) and temperature \( T \) as two independent variables.

After consecutive transformation of internal energy \( U \) first into enthalpy \( H = H(S,p) \)

\[ H = \varepsilon + pV, \] (2)

which total differential, taking into account the basic identity of thermodynamics has the form

\[ dH = d\varepsilon + pdV + Vdp = TdS + Vdp \] (3)

and then into Gibbs energy \( G = G(T,p) \) (Gibbs thermodynamic potential)

\[ G = H - TS = \varepsilon + pV - TS \] (4)

one can obtain the total differential of Gibbs energy, which with account of the basic identity of thermodynamics (1), takes the form

\[ dG = -SdT + Vdp \] (5)

It is convenient in the fact that the independent variables \( T \) and \( p \) are easily to modify and to control in experiment.

After reaching the equilibrium state of the system, Gibbs potential takes its minimum value and becomes constant: \( dG = 0 \). This allows to use the condition of minimum of the Gibbs potential for the description of equilibrium states in which \( T = \text{const} \) and \( p = \text{const} \).

Thermodynamic systems in equilibrium state do not necessarily have to be a homogeneous medium. A system in equilibrium may be composed of several phases, different in their physical and chemical properties, separated by the phase boundaries not changing over time.

The multiphase thermodynamic systems are most simply described, components of which are in equilibrium states, and there is no transfer of matter, energy and momentum through interphase boundaries. In this case, such thermodynamic system is in equilibrium and methods of equilibrium thermodynamics apply to describe it.
Given that during phase transformations, each of the phases is a system with variable mass, the notion of chemical potential \( \mu(p,T) \) is introduced into the thermodynamic description. It is used to take into account not only exchange of energy but also the exchange of mass (particles). To determine the chemical potential, the term which takes into account the possibility of changing the number of particles in a homogeneous system (the same can be done with the other potentials) is formally introduced into the expression for the thermodynamic Gibbs potential:

\[
dG = -SdT + Vdp + \mu dN
\]

\( dN \) determines the change of the number of particles in the system.

If the thermodynamic potential \( dG \) is given as a function of temperature and pressure, then the value of the chemical potential is written as:

\[
\mu = \left( \frac{\partial G}{\partial N} \right)_{p,T}
\]

The chemical potential can be written through other thermodynamical functions but in this case it will be written in terms of other state parameters:

\[
\mu = \left( \frac{\partial G}{\partial N} \right)_{p,T} = \left( \frac{\partial U}{\partial N} \right)_{V,S} = \left( \frac{\partial H}{\partial N} \right)_{p,S}
\] (6)

From the relation (6) it follows, that the chemical potential is a physical quantity that is equal to the value of some thermodynamical potential (with constant certain parameters) that is required to add to the system to change its number of particles by unity.

2.1.2. The conditions of equilibrium for two-phase single-component system

If macroscopic transport does not occur through the interphase boundaries, and the phases themselves are in a state of thermodynamic equilibrium, such thermodynamic system, in spite of its heterogeneity, will be in a state of thermodynamic equilibrium.

For the phase equilibrium in the one-component two-phase system, the following three conditions must be fulfilled:

1. the condition of thermal equilibrium, that means the equality of temperatures at both sides of the interphase boundary: \( T_1 = T_2 = T_{eq} \),
2. the condition of mechanical equilibrium, consisting of the equality of pressure at the both sides of the interphase boundary: \( p_1 = p_2 = p_{eq} \),
3. the condition of the equality of the Gibbs energy per particle, consisting of the requirement of the absence of the macroscopic transfer of molecules (atoms) of this material from one phase to another: \( \mu_1(p,T) = \mu_2(p,T) \)

In principle, we can use not the Gibbs energy, but any thermodynamic potential, which has a minimum in equilibrium. It is not difficult to show the validity of these conditions. We
shall use the total differential for the internal energy, taking into account changes in the number of particles:

\[ \text{de} = T \text{dS} - p \text{dV} + \mu \text{dN} \]

We write this expression for each phase of the closed-loop system:

\[ \text{de}_1 = T_1 \text{dS}_1 - p_1 \text{dV}_1 + \mu_1 \text{dN}_1 \]
\[ \text{de}_2 = T_2 \text{dS}_2 - p_2 \text{dV}_2 + \mu_2 \text{dN}_2 \]

The closedness of the system automatically gives the following equation:

\[ \text{de}_1 = \text{de}_2, \quad \text{dS}_1 = \text{dS}_2, \quad \text{dV}_1 = -\text{dV}_2, \quad \text{dN}_1 = -\text{dN}_2. \]

Consider an equilibrium two-phase system under some simplifying assumptions. Assume that the phases do not change the volume and do not exchange particles, i.e. \( \text{dV}_1 = \text{dV}_2 = 0, \quad \text{dN}_1 = \text{dN}_2 = 0 \). Combining the equations (7) for this case, we obtain the expression:

\[ \text{de}_1 + \text{de}_2 = \text{dS}_1 (T_1 - T_2) = 0, \]

which gives the condition of thermal equilibrium \( T_1 = T_2 = T_{eq} \).

Assuming the constancy of the entropy and the number of particles in phases, i.e. \( \text{dS}_1 = \text{dS}_2 = 0, \text{dN}_1 = \text{dN}_2 = 0 \) we obtain the condition of mechanical equilibrium:

\[ p_1 = p_2 = p_{eq}. \]

Given the conditions of thermal and mechanical equilibrium of (7) we obtain the equality of chemical potentials in the different phases \( \mu_1(p, T) = \mu_2(p, T) \). This equation can be solved for the variables \( T \) and \( p \) and may represent the equilibrium curves of the two phases in the form \( p_{eq} = p(T_{eq}) \) or \( T_{eq} = T(p_{eq}) \). If we consider the boundary between liquid and solid, the equilibrium melting curve is obtained \( T_m = T(p_m) \).

When describing the interface between liquid and gas, the equilibrium vaporization curve is obtained \( p_{sat} = p(T_{sat}) \).

It should be noted that the processes at the interface are static in nature as in the case of equilibrium of different phases and also during phase transitions. There is a constant process of transition of particles from one phase to another at the interface. In equilibrium, these opposing processes compensate each other, and during supply or withdrawal of heat to one of the phases one of these processes begins to dominate leading to a change in the amount of matter in various states of aggregation.

If the components of the thermodynamic system are not in equilibrium with each other, then there are thermodynamic flows through their interface. This will be a process of transformation of matter from one state to another, i.e. phase transformation. Assuming that the occurring processes are quasi-static and the flows are small, one can use the methods of equilibrium thermodynamics to describe such non-equilibrium system. In this case we assume an infinitely small difference between the thermodynamic parameters in different parts of the system.
2.1.3. The driving force of phase transformations

In the process of phase transitions of the 1st type, a number of quantities undergo abrupt changes at the interface, so in the following text in the thermodynamic equations, the sign of the differential will be replaced by the corresponding value of the difference \( dF = \Delta F \) for the temperature of the phase transition \( T_{eq} \).

The driving force of phase transitions of the first type is determined by the difference of Gibbs energy (or the magnitude of overheating/overcooling \( \Delta T \) ) for two phases at the interface, defined in (4) and (5) and can be written in two forms

\[
\Delta G = \left( \epsilon_1 - \epsilon_2 \right) + p_{eq} \left( V_1 - V_2 \right) - T_{eq} \left( S_1 - S_2 \right) = \Delta \epsilon + p_{eq} \Delta V - T_{eq} \Delta S
\]

(8)

\[
\Delta G = V \Delta p - S \Delta T
\]

(9)

where \( \Delta p = p - p_{eq} \), \( \Delta T = T - T_{eq} \), \( \Delta \epsilon = \epsilon_1 - \epsilon_2 \), \( \Delta V = V_1 - V_2 \), \( \Delta S = S_1 - S_2 \).

**Equilibrium.** In equilibrium, \( \Delta G = 0 \) and the equality (8) takes the form:

\[
\Delta \epsilon + p_{eq} \Delta V - T_{eq} \Delta S = 0
\]

where the difference of enthalpy \( \Delta H = \Delta \epsilon + p_{eq} \Delta V \), is known as the equilibrium latent heat of transformation

\[
L_{eq} = \Delta H = T_{eq} \Delta S.
\]

(10)

From equation (9) we can obtain the dependence of the equilibrium pressure \( P_{eq} \) on the temperature \( T_{eq} \), that is known as the curve of Clausius-Clapeyron:

\[
\frac{dp_{eq}}{dT_{eq}} = \frac{L_{eq}}{T_{eq} \Delta V}
\]

(11)

If one takes \( \Delta V \) the difference of the volumes of vapor \( V_{vap} \) and condensed \( V_{sol} \) phases, then since \( V_{vap} \gg V_{sol} \) for ideal gas \( \Delta V = V_{vap} - V_{solid} = \frac{RT}{P} \) one obtain the expression

\[
\frac{dp_{eq}}{p_{eq}} = \frac{L_{eq}}{R} \frac{dT_{eq}}{T_{eq}^2}
\]

After integration, we find the temperature dependence of the equilibrium vapor pressure that is widely used for many materials:

\[
p_{eq} = p_b \exp \left[ \frac{L_{eq}}{R} \left( \frac{1}{T_b} - \frac{1}{T_{eq}} \right) \right]
\]
The vapor pressure of the material in equilibrium with solid or liquid phase is called the saturated vapor pressure and with the notation \( p_{eq} = p_{sat}, \ T_{eq} = T_{sur} \) is usually written as

\[
p_{sat} = p_b \exp \left[ \frac{L_v}{R} \left( \frac{1}{T_b} - \frac{1}{T_{sur}} \right) \right]
\]

where \( T_{sur} \) is the temperature of the surface of the condensed phase, \( p_b, T_b \) are the equilibrium values of pressure and the boiling point under normal conditions, \( L_v \) is the latent heat of evaporation, \( R \) is the gas constant.

As it follows from equation (9), at constant pressure, the difference of Gibbs energy \( \Delta G \) is linearly proportional to the overheating/overcooling

\[
\Delta G = -S \cdot \Delta T = \frac{L_v \Delta T}{T_{eq}}
\]

In the future, assuming the difference of energy \( \Delta G \) to be equal to the rate of the phase transformation, one can obtain, that in the thermodynamic approach, the rate of conversion at constant pressure for small deviations from equilibrium is linearly proportional to the overheating/overcooling \( \Delta T \)

\[
\nu = K \Delta T,
\]

where \( K \) is the constant of proportionality between the normal speed limits and its overcooling. The constant \( K \) does not have any clear physical sense and is chosen experimentally for each material. The dependence (14) by its form coincides with the well known relation for the determination of the linear crystal growth rate obtained on the basis of classical molecular-kinetic models in which the constant of proportionality is called the kinetic coefficient \([21]\). The main application of the relation (14) and its various modification \([22, 23]\) is found in the description of different processes of melting - solidification. Comparison with experiment showed that the equation (14) gives good agreement mainly at small overcoolings \([24, 25]\). The kinetic coefficient \( K \) is the main parameter, characterizing the mobility of the boundary crystal -melt. Despite the great importance of this characteristic, there are only a few experiments to successfully measure the kinetic coefficient in metals and alloys \([26]\). The main difficulties of experimental determination are associated with the great complexity of measuring the overcooling at the solidification front. Currently, the main approach to the determination of the quantitative evaluation and qualitative understanding of the physics of the processes behind the coefficient \( K \) are the methods of molecular dynamics \([27] - [30]\).

### 2.2. Kinetic approach

The structure particles of matter are in continuous motion and appear in the main provisions of the molecular-kinetic theory in which all processes are considered at the
atomic or molecular level, the particles obey the Boltzmann statistics, and the speed of processes is given by

\[ R = R_0 \exp\left(\frac{-Q}{k_B T}\right) \]  

(15)

where \( Q \) is the activation energy, \( k_B \) is the Boltzmann’s constant, \( k_B T \) is the average thermal energy for one atom, \( R_0 \) is the pre-exponential factor that affects the process rate. The exponential term \( \exp\left(\frac{-Q}{k_B T}\right) \) is known as Boltzmann’s factor, that determines the part of atoms or molecules in the system that have the energy above \( Q \) at the temperature \( T \).

2.2.1. Melt kinetics

For the first time, the conditions of crystal growth from liquids were formulated by Wilson [31], who suggested that the atoms have to overcome the diffusion barrier in order to make the transition from liquid to solid phase. The rate of accession of atoms to the crystal lattice is expressed by the relation analogous to (15)

\[ R_c(T) = a \nu \exp\left(\frac{-Q}{k_B T}\right) \]  

(16)

where \( Q \) is the activation energy for overcoming the diffusion barrier, \( \nu \) is the frequency of attempts of transitions, \( a \) is the atom diameter.

The rate of accession of atoms to the crystal was estimated in [31] using the diffusion coefficient of liquid \( D = \frac{a^2}{6} \nu \exp\left(\frac{-Q}{k_B T}\right) \), that allowed to estimate the velocity of the crystallization front as

\[ v_{st} = \frac{6D L_m \Delta T}{a k_B T_m T_{st}} \]  

(17)

where \( \Delta T = T_{st} - T_m \), \( T_{st} \) is the temperature of the interphase boundary.

Later, Frenkel [32], using the Stokes-Einstein relation \( D = \frac{k_B T}{3\pi a \eta} \) between the coefficients of diffusion \( D \) and viscosity \( \eta \) expressed the crystal growth rate in terms of viscosity

\[ v_{st} = \frac{2k_B T L_m \Delta T}{\pi a^2 T_m T_{st}} \]  

(18)

The expressions (17), (18) allowed establishing a linear relationship between the rates of crystal growth and overcooling. Wilson-Frenkel theory [31-33] contributed to a better understanding of the microscopic processes associated with the growth of crystals from the melt. A generalization of the obtained results allowed to obtain that, except for very large deviations from equilibrium, where the homogeneous nucleation mechanism can dominate,
the process of melting-solidification proceeds heterogeneously. The heterogeneous nucleation mechanism involves the inclusion of the motion of the liquid–solid interface into the consideration. The velocity of this interface \( v_{st} \), as a function of the deviation from the equilibrium melting temperature \( T_m \) is called the response function of the interface and is the main value characterizing the processes of crystallization and melting. As with the similar equation (14) obtained in the thermodynamic approach, the equations of Wilson-Frenkel showed a good agreement with experiments for very small overcooling of the boundary, i.e. for small deviations from equilibrium.

Theoretical studies of the velocity of the interface are based on some modifications and generalizations of Wilson-Frenkel theory. Their meaning is reduced to taking into account several factors, such as the latent heat of melting \( L_m \), interatomic distance \( a \), efficiency coefficient \( f \), showing the proportion of atoms that remain in the solid phase at the border crossing. In the modifications [24,34,35], it was considered that the crystal has always lower enthalpy than the melt. This is the amount of energy needed for atoms of the crystal to make the transition from crystal to melt. Escape rate of atoms of the crystal followed by the addition to the active points of the liquid, contains this energy difference in the form of the Boltzmann factor

\[
\exp \left( -\frac{L_m}{k_B T_{st}} \right)
\]

The rate of the reverse flow of atoms into the crystal from the melt depends only on the diffusion process in liquid

\[
R_c(T_{st}) = C_2 \exp \left( -\frac{Q}{k_B T_{st}} \right)
\]

where \( C_1, C_2 \) are some constants that should be determined.

In the equilibrium point \( T_{st} = T_m \), the rates \( R_m(T_m) \) and \( R_c(T_m) \) are equal, which gives

\[
C_1 \exp \left( -\frac{Q}{k_B T_m} \right) \exp \left( -\frac{L_m}{k_B T_m} \right) = C_2 \exp \left( -\frac{Q}{k_B T_m} \right)
\]

The velocity of the interphase boundary \( v_{st} \) is equal to the difference of the rates \( R_c(T) \)ι

\[
v_{st}(T_{st}) = R_c(T_{st}) - R_m(T_{st}) = C_2 \exp \left( -\frac{Q}{k_B T_{st}} \right) - C_1 \exp \left( -\frac{Q}{k_B T_{st}} \right) \exp \left( -\frac{L_m}{k_B T_{st}} \right) =
\]

\[
= \exp \left( -\frac{Q}{k_B T_{st}} \right) \left[ C_2 - C_1 \exp \left( -\frac{L_m}{k_B T_{st}} \right) \right] = C_2 \exp \left( -\frac{Q}{k_B T_{st}} \right) \left[ 1 - \exp \left( \frac{L_m}{k_B \left( \frac{T_m - 1}{T_{st}} \right)} \right) \right] = (21)
\]

\[
\Delta T = T_{st} - T_m, \text{ for overheating } \Delta T > 0, \text{ for overcooling } \Delta T < 0.
\]

The constant \( C_2 \) is associated with other physical constants using the following relation:

\[
C_2 = afv \cdot \text{ The studies have shown that the resulting equation (21) well predicts the velocity of the melting-solidification front of silicon [36] in a fairly wide temperature range.}
\]
The problems of melting-crystallization of monatomic metals in the modes of rapid heating/cooling, typical of ultra-short laser irradiation, use a different expression for the velocity $v_{sf}$. It is based on the assumption [37, 38], that crystallization of single-atom metals, (that are characterized by high velocities $v_{sf} = 50 \pm 100 \, \text{m}/\text{c}$ [35, 39]) is not diffusion-limited, but is limited only by the collision frequency during transition from liquid to crystal surface. The modification of the equation (21) consists of replacement of the diffusion term with the thermal velocity $\sqrt{\frac{3}{kTm}}$. The velocity of interphase boundary $v_{sf}$ is written as:

$$v_{sf}(T_{sf}) = \frac{af}{\lambda} \left(3k_BT_{sf}/m\right)^{1/2} \left[1 - \exp\left(\frac{Lm}{kB}\left(\frac{\Delta T}{T_{sf}}\right)\right)\right] = \frac{C}{T_{sf}} \left(1 - \exp\left(\frac{Lm}{kB}\left(\frac{\Delta T}{T_{sf}}\right)\right)\right)$$ (22)

where $C = \frac{af}{\lambda} \left(3k_B/m\right)^{1/2}$, $\lambda$ is the mean free path, $m$ is the atomic mass.

Thus, the kinetic approach allows us to obtain an expression for the response function $v_{sf}(T_{sf})$ without fitting coefficients and suitable for a wide range of overheating/overcooling. The kinetic dependence (22) is asymmetric for the processes of melting and solidification. However, large deviations from equilibrium require additional modification of the kinetic dependences (21) (22), because they do not take into account the dynamic effects associated with the occurrence of high pressures generated by the high velocity of propagation of phase fronts.

2.2.2. Kinetics of vapor

One of the key processes in the zone of laser irradiation is the transition of condensed matter to the gaseous state. Evaporation process is characterized by high power consumption and large increase in the specific volume of the substance.

Investigation of evaporation process began in the 19th century [40, 41] and continues to this day [42 -]. This fact is defined by practical importance and not fully clarified features of non-equilibrium behavior of matter when it evaporates.

2.2.2.1. The simplest model of kinetics of evaporation in vacuum

The thermodynamic relation (9) gives that at a constant temperature the difference between the Gibbs energy between the two phases, one of which is an ideal gas, is linearly proportional to the pressure difference:

$$\Delta G = V \Delta p = k_B T \frac{\Delta p}{p}$$ (23)

On the basis of the formula (23), it can be assumed that the rate of phase transformation at constant temperature should be linearly proportional to the pressure difference:

$$\nu = \nu_0 \frac{\Delta p}{p}$$ (24)
The simplest model for the growth kinetics of vapor phase was developed by Hertz [40] and Knudsen [41] about 100 years ago. Its formulation is qualitatively the same as the thermodynamic model (23), (24)

\[
j_m = j_m^+ - j_m^- = \frac{1}{\sqrt{2\pi mk_B}} \left( \frac{p_{\text{sat}}}{\sqrt{T_{\text{sur}}}} - \frac{p}{\sqrt{T}} \right)
\]  

(25)

where \(j_m\) is non-equilibrium flow of atoms at the surface of evaporation, \(j_m^\pm\) is the flux of atoms that collide with the surface under the assumption that the adhesion coefficient is 1. Formally, this flow can be determined using the relation connecting the vapor pressure with the equilibrium particle flux directed to the condensed surface: \(p = \sqrt{2\pi m\nu j_m}\), where \(\nu\) is the average velocity in one direction, \(\nu = \sqrt{\frac{2k_B T}{m}}\), which gives \(j_m = \frac{p}{\sqrt{2\pi mk_B T}}\). Since the nature of the flux \(j_m^\pm\) remained undetermined and the values of \(T\) and correspondingly \(p\) unknown, then during the formulation of the boundary conditions in the problem of evaporation into vacuum it is supposed [20, p.281] to use a single-term version of the Hertz-Knudsen formula to determine the evaporation rate:

\[
j_m = j_m^+ = \frac{p_{\text{sat}}}{\sqrt{2\pi mk_B T_{\text{sur}}}}
\]  

(26)

that takes into account the connection between the pressure of saturated vapor \(p_{\text{sat}}\) and flux of evaporated atoms at the surface temperature \(T_{\text{sur}}\). The equilibrium vapor pressure \(p_{\text{sat}}\) depends on the temperature \(T_{\text{sur}}\), as it is shown in the equation (12).

However, the representation of the process of surface evaporation in the form of a simple model, which does not take into account the reverse influence of evaporated atoms, does not remove the internal contradictions inherent in the model of Hertz - Knudsen. Let us write the expressions for the fluxes of momentum and \(j_i\) and energy \(j_e\) of the particles, moving away from the evaporation surface

\[
\rho <V_z^2> = j_i^+ + j_i^- = j_i = \rho_v R T_v + \rho_v \mu^2
\]

\[
\rho <V^2V_z> = j_e^+ + j_e^- = j_e = \rho_v \mu \left( \frac{\mu^2}{2} + C_p T_v \right)
\]

It is easy to see that these fluxes, which completely describe this one-dimensional flow, are impossible to be characterized by any temperature. If we equate these fluxes to the corresponding thermodynamic expressions containing the velocity, temperature and density and find these values, we will see that the system of equations has two distinct complex solutions, which have no physical meaning.
The ambiguity of the solution for real values of the thermodynamic parameters is associated with the possibility of discontinuous solutions of the type of shock wave. The complexity of the solution in this case is due to the thermodynamic non-equilibrium of the evaporation flow of Hertz-Knudsen, which can not be described in terms of thermodynamic concepts. When taking into account collisions in the non-equilibrium layer, the evaporative flux is thermalized, but the temperature on the outer side of this layer no longer coincides with the surface temperature.

2.2.2.2. Approximation of the Knudsen layer

Intense surface evaporation is essentially non-equilibrium process. In addition to the thermodynamic equilibrium, this process also has a gas-kinetic non-equilibrium in a thin (Knudsen) layer of vapor, directly adjacent to the interface. Gas-kinetic non-equilibrium is due to the flow of material through the phase boundary. The mass flow increases with the growth of the evaporation rate and, consequently, the degree of non-equilibrium of the process increases. From the physical considerations, the maximum velocity of material flow on the outside of the Knudsen layer is limited to the local speed of sound $\nu_\text{sound} \leq \sqrt{\gamma RT}$, or $M = u / u_\text{sound} \leq 1$, where $u$ is the gas-dynamic velocity, $M$ is the Mach number. The maximum deviation from equilibrium is determined by the maximum value of mass flow, which is known to be achieved at $M = 1$.

Under the conditions of phase equilibrium, when the saturated vapor pressure $p_\text{sat}$ is equal to the external pressure, the flow of vaporized material is balanced by the return flow of particles and the total mass flux through the boundary is zero. The distribution of particle velocities in vapor is in equilibrium and can be described by the Maxwell function with zero average velocity. In cases where the vapor pressure above the surface is less than the saturated vapor pressure, in the system condensed matter-vapor, the directed movement is formed with $u > 0$ and is characterized by non-zero material flow through the phase boundary. The decreasing reverse flow leads to a deviation from the equilibrium in the distribution of the particles. The magnitude of the flux of returning particles decreases with the increase of the rate of evaporation, and the distribution function at the evaporation surface becomes increasingly different from Maxwellian one.

In general, the non-equilibrium distribution function is found by solving the Boltzmann equation in a region with a characteristic size of a few mean free paths. This area is adjacent to the evaporation surface, where the kinetic boundary conditions are set, taking into account the interaction of individual particles with the interface. Similar problem was solved by various methods in many studies, taking into account, in particular, the differences from unity and variability of the coefficient of condensation, which determines the probability of attachment of the particle in its collision with the evaporation surface. (See, for example. [42 - 46]).

Methods of non-equilibrium thermodynamics are used to describe the evaporation process together with other approximate phenomenological approaches [47 -52]. A more general and fundamental approach is to use molecular dynamics method, which was used in [53, 54]
to analyze the evaporation process. A recent review on the issue of non-equilibrium boundary conditions at the liquid-vapor boundary is given in [55].

For the equations of continuum mechanics, thin Knudsen layer is a gas-dynamic discontinuity. The knowledge of the relations at this break, connecting the parameters of the condensed medium and the evaporated material, is needed to deal with the full gas-hydrodynamic problem that arises, for example, during the description of laser ablation, taking into account the variability of the Mach number and instability of the evaporation front [56]. The use of kinetic approaches, which explicitly consider the structure of the Knudsen layer, in such cases is difficult because of the emerging problem of significant difference of space-time scales. The solution of these problems is associated with the additional computational difficulties and is not always possible. Therefore, usually another approach is used that allows to determine the matching conditions with certain assumptions about the form of the non-equilibrium distribution function inside the break [57 - 60] without solving the kinetic problem. Approximation of the distribution function in the Knudsen layer was carried out in different models. But to obtain physically reasonable boundary conditions it is necessary to formulate criteria which these conditions must meet. In addition, attention is paid to the peculiarities of the behavior of the fluxes of mass, momentum and energy as the Mach number tends to unity that allows to use the requirement of extremum of total fluxes of mass $j_m$, momentum $j_i$ and energy $j_e$ as one of the criteria for $M = 1$

"β" - model. In "β" – model [61, 62], a compound distribution function is used to describe one-dimensional non-equilibrium flow of particles on the inner side of the planar Knudsen layer: $f = f^{(+)} + f^{(-)}$. Here, the distribution $f^{(+)}$ for particles, flying out of the surface is given as a Maxwell-shaped function $f^{(+)}(\rho_{sat}, T_{sur}, 0)$ with density of saturated vapor $\rho_{sat}$ for the surface temperature $T_{sur}$. The distribution $f^{(-)}$ characterizes the flow of particles returning to the surface and is supposed to be proportional to a "shifted" Maxwell function $f^{(-)}(\rho_{u}, T_{u}, u)$ with density $\rho_{u}$, temperature $T_{u}$ and mean velocity $u$ steady flow of vapor on the outside of the Knudsen layer:

$$f^{(+)} = f(\rho_{sat}, T_{sur}, 0), \quad V_z > 0$$

$$f^{(-)} = f(\rho_{u}, T_{u}, u) = \beta \left( \frac{m}{2\pi k_b T_u} \right)^{3/2} \exp \left( \frac{V_x^2 + V_y^2 + (V_z - u)^2}{2k_b T_u} \right), \quad V_z < 0$$

The flows of mass, momentum and energy $j_k = j_k^{(+)} + j_k^{(-)}$, $k = m, i, e$ calculated using $f^{(+)}, f^{(-)}$ must be equal to their gas-dynamic values $j_k$ that are determined by function $f$ :

$$\rho <V_z>_z = j_m^{(+)} + j_m^{(-)} = j_m = \rho_{u} u$$

$$\rho <V_z^2>_z = j_i^{(+)} + j_i^{(-)} = j_i = \rho_{u}RT_u + \rho_{u} u^2$$

$$\rho <V^2z>_z = j_e^{(+)} + j_e^{(-)} = j_e = \rho_{u} u \left( \frac{u^2}{2} + C_p T_u \right), \quad (27)$$
where \( C_p = \frac{\gamma}{\gamma+1} k_B \) is the vapor heat capacity per particle at constant pressure, for single-atom gas \( \gamma = \frac{5}{3} \). From the solution of equations (27), it is possible to obtain gas-dynamic conditions on the break, allowing to determine the magnitude of \( \rho_v, T_v \) and \( \beta \) in terms of \( \rho_{sat}, T_{sur} \) and \( M \). The calculations showed that total fluxes \( j_m, j_i, j_e \) have extrema depending on \( M \) at \( M = 0.88, 1.18, 1.22 \) correspondingly.

Thus, the requirement of the extrema of all flows in the selected point \( M = 1 \) in the model [61,62] does not met, that can serve as evidence of a bad choice of the distribution function \( f^{(-)} \).

"\( \varepsilon - \delta \)" model. The drawbacks of the "\( \beta \)" – model can be eliminated by selection of a more general form of the distribution function for the reverse flow of particles \( f^{(-)} \) [63]:

\[
f^{(-)} = \beta f + \alpha f_1 \quad \alpha + \beta = 1
\]

All 3 flows will have extrema at \( M = 1 \), if the function \( f_1 \) is set to be equal to \( f_1 = f(\rho_v, T_v, u_1) \), where the values of \( \rho_v, T_v, u_1 \) are written in terms \( \rho_{sat}, T_{sur}, \rho_V, T_v \) using additional fitting parameters \( \varepsilon \) and \( \delta \)

\[
\begin{align*}
\rho_v, T_v^{1/2} &= \varepsilon \rho_{sat} T_{sur}^{1/2} + (1-\varepsilon) \rho_v T_v^{1/2}, \\
\rho_1, T_1^{1/2} &= \varepsilon T_{sur}^{1/2} + (1-\varepsilon) T_v^{1/2}, \\
u_1 &= \delta M \left( \frac{\gamma R T_1}{T_v} \right)^{1/2} = \delta \left( \frac{T_1}{T_v} \right)^{1/2} \nu
\end{align*}
\]

For example, at \( \varepsilon = 0.70 \) and \( \delta = 0.32 \) all three flows \( j_k \) will have extrema at \( M = 1 \) with values \( j_m = 0.853, j_i = 0.557, j_e = 0.892 \). It is clear, that this version of selection of fittings coefficients is not the only one.

"\( \alpha \)" - model. It is possible to suggest another phenomenological model [63], where strict localization of extrema \( j_k(M = 1) \) is achieved without usage of fitting coefficients for such distribution function \( f^{(-)} \), that do not depend on gas-dynamic values. An example of such function is function

\[
f^{(-)} = \alpha^2 f_0 \left( \rho_{sat}, \alpha^2 T_{sur} \right),
\]

It takes into account the decrease of temperature \( T_\alpha = \alpha^2 T_{sur} \) of the reverse flow of particles as compared to the surface temperature \( T_{sur} \). Due to this change of \( T_\alpha \), the ratio of the normalized fluxes \( j_e/j_m \) ceases to be a constant and takes the form \( \left( 1 - \alpha^8 \right) \left( 1 - \alpha^{10} \right) \), which ensures that the correct limiting value is equal to 1.25 in the equilibrium case for \( \alpha = 1 \). The equation for \( \alpha \), that is obtained from the equity of fluxes (27) has a relatively simple form:
\[
\frac{(1-\alpha^8)(1-\alpha^{10})}{(1-\alpha^9)^2} = \frac{\pi \gamma^2 M^2 [(\gamma-1)M^2 + 2]}{8 (\gamma-1)(1+\gamma M^2)^2}
\]

(28)

The right-hand side of the equation (28) has a maximum at \( M=1 \), that determines localization of the extrema of \( \alpha \) and \( j_k \). The values of \( j_k(M=1) \) are equal correspondingly to \( j_m = 0.85, j_i = 0.56, j_e = 0.90 \).

Modified Crout model. The property of localization of the flows \( j_k(M=1) \) also present in the model suggested by D. Crout [57]. It uses non-equilibrium function of distribution of particles, written in analytical form with temperature that is anisotropic by directions: \( T_L \) and \( T_T \).

\[
f(\rho, T_L, T_T, u, v, w) = \rho \left[ \frac{\pi^3}{h_T m^3} (2k_B T_L) \cdot (2k_B T_T) \right]^{-1/2} \exp \left[ -m \left( \frac{(u-u_0)^2}{2k_B T_L} + \frac{v^2}{2k_B T_T} + \frac{w^2}{2k_B T_T} \right) \right]
\]

where \( T_L \) is the lateral temperature along x axis, \( T_T \) is the transversal temperature along y,z axis; \( u, v, \omega \) are the components of the velocity vector along corresponding axes \( x, y, z \), \( u_0 \) is the drift velocity.

The modification of the Crout model [64] consists of explicit introduction of the Mach number into the main relations that allows to obtain:

\[
T_v = \alpha_T(M)T_{sat}, \quad \rho_v = \alpha_\rho(M)\rho_{sat},
\]

(29)

\[
\alpha_T(M) = \frac{2\gamma M^2 (m^2 + 0.5)^2}{(1+\gamma M^2)^2 m^2 t^2}, \quad \alpha_\rho(M) = \frac{1}{\exp(-m^2) + \pi^{1/2} m (1+\text{erf}(m))} \frac{(1+\gamma M^2)m^2}{\gamma M^2(m^2 + 0.5)^2}.
\]

The value of \( m \) is determined from non-linear equation

\[
F(M)\left( m^2 + 0.5 \right)^2 - m^2 \left( m^2 + a + 1.5 \right) = 0,
\]

(30)

where \( F(M) = 1 + \frac{3\gamma M^2 - 1}{(\gamma M^2 - 1)^2}, \quad a = 2t^2 - 0.5\pi^{1/2} mt - 1 \).

\[
t = \frac{2m}{\pi^{1/2}} + \frac{1+\text{erf}(m)}{\exp(-m^2) + \pi^{1/2} m (1+\text{erf}(m))}, \quad \text{erf}(m) = \frac{2}{\sqrt{\pi}} \int_0^m e^{-y^2} dy.
\]

For \( M=1 \): \( T_v = 0.6337 T_{sat}, \quad \rho_v = 0.328 \rho_{sat} \cdot p_v = 0.208 p_{sat} \).

\( M=0 \): \( T_v = T_{sat}, \quad \rho_v = \rho_{sat} \cdot p_v = p_{sat} \).
For the numerical solution of the nonlinear equation (30), one can use the Newton’s iterative procedure. All fluxes $j_m, j_i, j_e$ have extrema at $M=1$. Calculations using an anisotropic nonequilibrium particle distribution function give the corresponding extreme values of the fluxes: $j_m = 0.84, j_i = 0.55, j_e = 0.88$.

The calculations show that specific choice of the model has relatively little effect on the magnitude of the momentum flux $j_2$, but significantly affects the flux of mass $j_m$ and energy $j_e$. Fig.1 shows the dependencies of the ratio of the normalized fluxes $\frac{j_3}{j_1} = j_3^{(+)}/j_1^{(+)}$ on $M$ for all discussed models. From the comparison of the extreme values of the fluxes $j_k (M=1)$ and behavior of the curves $j_m(M), j_e(M)$ it follows, that due to bad choice of $f^(-)$, the less favorable for the description of evaporation kinetics is “β” - model.

![Figure 1](image-url)  
**Figure 1.** Dependency of the normalized ratio of energy and mass fluxes $\frac{j_3}{j_1}$ on Mach number for different models: 1 – “ε-δ”-model, 2 – Crout model, 3 - “α”-model, 4 – “β”-model (Knight).

Table 1 for all models shows numerical values of $\rho_v$ and $T_v$ (normalized by $\rho_{sat}$ and $T_{sat}$ correspondingly) depending on the Mach number that changes from zero to unity. Comparative analysis of tabular data, as well as the behavior of the curves $j_m, j_e$, show a marked difference of the values of $\rho_v$ and $T_v$, obtained using ”β” model, from the values, obtained using other models. The values of $\rho_v$ turned out to be underestimated, and $T_v$ overestimated as compared to their real values at the outer side of the Knudsen layer.

<table>
<thead>
<tr>
<th>$\beta$-model (Knight)</th>
<th>“ε-δ”-model</th>
<th>“α”-model</th>
<th>Crout model</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>T</td>
<td>N</td>
<td>T</td>
</tr>
<tr>
<td>0.0</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.960</td>
<td>0.861</td>
<td>0.958</td>
</tr>
<tr>
<td>0.2</td>
<td>0.922</td>
<td>0.748</td>
<td>0.916</td>
</tr>
<tr>
<td>0.3</td>
<td>0.866</td>
<td>0.654</td>
<td>0.876</td>
</tr>
</tbody>
</table>
Table 1. Normalized values $\rho_\nu$ and $T_\nu$ depending on the Mach number for different models

<table>
<thead>
<tr>
<th>M</th>
<th>T</th>
<th>N</th>
<th>T</th>
<th>N</th>
<th>T</th>
<th>N</th>
<th>T</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>0.851</td>
<td>0.576</td>
<td>0.837</td>
<td>0.587</td>
<td>0.844</td>
<td>0.588</td>
<td>0.833</td>
<td>0.582</td>
</tr>
<tr>
<td>0.5</td>
<td>0.817</td>
<td>0.511</td>
<td>0.799</td>
<td>0.525</td>
<td>0.808</td>
<td>0.524</td>
<td>0.798</td>
<td>0.519</td>
</tr>
<tr>
<td>0.6</td>
<td>0.785</td>
<td>0.457</td>
<td>0.763</td>
<td>0.472</td>
<td>0.773</td>
<td>0.470</td>
<td>0.763</td>
<td>0.466</td>
</tr>
<tr>
<td>0.7</td>
<td>0.754</td>
<td>0.410</td>
<td>0.727</td>
<td>0.428</td>
<td>0.740</td>
<td>0.424</td>
<td>0.730</td>
<td>0.421</td>
</tr>
<tr>
<td>0.8</td>
<td>0.724</td>
<td>0.371</td>
<td>0.693</td>
<td>0.391</td>
<td>0.705</td>
<td>0.386</td>
<td>0.697</td>
<td>0.384</td>
</tr>
<tr>
<td>0.9</td>
<td>0.696</td>
<td>0.337</td>
<td>0.660</td>
<td>0.360</td>
<td>0.672</td>
<td>0.355</td>
<td>0.665</td>
<td>0.352</td>
</tr>
<tr>
<td>1.0</td>
<td>0.669</td>
<td>0.308</td>
<td>0.628</td>
<td>0.333</td>
<td>0.640</td>
<td>0.328</td>
<td>0.633</td>
<td>0.326</td>
</tr>
</tbody>
</table>

The modified Crout model, "ε-δ" model, "α" - model fulfill the requirement of the extremum of the flows $j_k$ at $M=1$. The difference of the results that were obtained using these models does not exceed 1.5%. Any of these models can be used to describe the kinetics of the process of non-equilibrium surface evaporation.

2.3. Conclusions

The performed brief analysis of the kinetics of phase transitions is an introduction to the construction of the models that combine mathematical description of kinetics of high-speed phase transformations with dynamics of the macro-processes (heat and mass transfer) under conditions of a strong deviation from local thermodynamic equilibrium that are typical for ultra-short super-power laser action on metals.

3. Thermodynamic and thermo-physical properties of phonon and electron Fermi gas

Determination of physical characteristics of a medium, including equations of state under conditions of local thermodynamic equilibrium can be carried out either experimentally or by means of calculation using distribution functions - a Maxwell-Boltzmann function for ideal gas and ideal plasma and Fermi one for degenerate electron gas, and for the phonon gas - Bose function. In case of violation of the conditions of local thermodynamic equilibrium distribution functions are determined by solving the classical kinetic Boltzmann equation or quantum-kinetic equations. The presence of distribution function is just the required minimum of information that can be used to describe nonequilibrium processes with reasonable accuracy.

The influence of ultrashort high-energy laser on a strongly absorbing media (metals, semiconductors) is in a very short temporal and spatial scales and leads to disturbance of their general local-thermodynamic equilibrium. Irradiated targets in these conditions are presented in the form of two subsystems - electron and phonon each of which is in local thermodynamic equilibrium and are characterized by their temperatures and equations of state. As a
consequence, all processes are described in the two-temperature approximation [65], [66]. The
target at pico- and femtosecond influence may be heated to very high temperatures and
pressures at which the thermal and mechanical properties of matter are not known in general.
One of the most important problems for the mathematical modeling is the necessity to
determine thermophysical, optical and thermodynamic properties in a wide (tens and
hundreds of electronvolts) temperature and frequency ranges for each of the subsystems.

3.1. Electron subsystem

The most important thermophysical and thermodynamic characteristics of the electron
Fermi gas within the scope of heat-conducting mechanism of energy transfer are: heat
capacity $C_e$, thermal diffusivity $\chi_e$ and thermal conductivity $\lambda_e$. For its determination
using fundamental physical quantities, which include the electron mean free paths $l_{ee}$, $l_{epl}$
and the characteristic times (frequency) of interaction for two scattering mechanisms: the
electron-electron $\tau_{ee}$ and electron-phonon $\tau_{epl}$.

3.1.1. Fermi-Dirac integral and its approximation

For a quantitative description of electrical, thermodynamic and thermophysical properties
of degenerate electron gas with distribution function

$$ f_e = \frac{1}{\exp\left(\frac{e_e - \mu}{k_B T_e}\right) + 1} $$

widely used Fermi-Dirac functions $F_{k+1/2}(\mu(T_e)/T_e)$ expressed in terms of integrals of the
form

$$ F_{k+1/2}(\mu(T_e)/T_e) = \int_0^\infty \left(\frac{e_e}{k_B T_e}\right)^{k+1/2} \frac{d}{d\left(\frac{e_e}{k_B T_e}\right)} \frac{E^{k+1/2}}{\exp\left(\frac{e_e - \mu}{k_B T_e}\right) + 1} dE,$$

where $T_e$, $e_e$ - temperature and energy of electron, $\mu(T_e)$ - chemical potential, $\mu(0) = \varepsilon_F$ -
Fermi energy.

In the future, the Fermi integrals will be represented as a function of dimensionless energy
of the chemical potential:

$$ F_{k+1/2}(\eta) = \int_0^\infty \frac{E^{k+1/2}}{\exp(E - \eta) + 1} dE,$$

where $E = \varepsilon_e/k_B T_e$, $\eta(T_e) = \mu(T_e)/k_B T_e$ - dimensionless energy and chemical potential
of electrons.
The integral of form \( F_{1/2}(\eta) = \int_{0}^{\infty} \frac{E^{1/2} dE}{\exp(E - \eta) + 1} \) is used to determine the electron density

\[
N_e = \int_{0}^{\infty} g(E) f(E) dE = \int_{0}^{\infty} \frac{g(E) dE}{\exp(E - \eta) + 1} = \int_{0}^{\infty} F(E) dE,
\]

where \( g(E) = \frac{2^{1/2} m^{3/2}}{\pi^{2} h^{3}} (k_B T_e)^{3/2} E^{1/2} = g_0 \cdot (k_B T_e)^{3/2} E^{1/2} \) is a density of states,

\( F(E) = g(E) f(E) = g_0 (k_B T_e)^{3/2} \frac{E^{1/2}}{\exp(E - \eta) + 1} \) is distribution function of the free electron energy, \( g_0 = \frac{2^{1/2} m^{3/2}}{\pi^{2} h^{3}} \). Then

\[
N_e = g_0 \cdot (k_B T_e)^{3/2} \int_{0}^{\infty} \frac{E^{1/2} dE}{\exp(E - \eta) + 1} = g_0 \cdot \frac{2}{3} \epsilon_F^{3/2} = g_0 \cdot (k_B T_e)^{3/2} F_{1/2}(\eta) \tag{34}
\]

From the known distribution function of particle energy \( F(E) \), using the ratio

\[
\frac{\int_{0}^{\infty} x(E) F(E) dE}{\int_{0}^{\infty} F(E) dE}
\]

the average value of any physical quantity depends on energy can be found. Since the average energy of the electron gas is defined as the ratio of Fermi integrals

\[
< \epsilon_e > = \frac{\int_{0}^{\infty} E \cdot F(E) dE}{\int_{0}^{\infty} F(E) dE} = (k_B T_e) \frac{\int_{0}^{\infty} E^{3/2} dE}{\exp(E - \eta) + 1} = (k_B T_e) \frac{F_{3/2}(\eta)}{F_{1/2}(\eta)}.
\tag{35}
\]

Similarly, we can determine the other physical quantities of the electron gas.

The chemical potential \( \mu(T_e) \) depends on the temperature, so the Fermi integrals can be conveniently represented as a function of dimensionless temperature \( \xi = \frac{k_B T_e}{\epsilon_F} \). In [67] for the integrals of the form (33) has been proposed convenient approximation, which allows to express the integrals \( F_{k+1/2}(\xi) \) through the transcendental gamma-functions \( \Gamma(k + 1/2) \) and the dimensionless temperature \( \xi \):

\[
F_{k+1/2}(\xi) = A \xi^{-3/2} \left[ 1 + \left( \frac{B}{\xi} \right)^2 \right]^{-k/2}, \tag{36}
\]
where $A = \frac{2}{3} \frac{\Gamma(k + \frac{3}{2})}{\Gamma(\frac{3}{2})}$, $B = \left[ A(k + \frac{3}{2}) \right]^{-1/k}$ coefficients expressed in terms of gamma-functions. Equation (36) has correct asymptotics at $\xi \to 0$ and $\xi \to \infty$:

$$F_{k+1/2}(\eta) = \frac{1}{\xi^{k+3/2}} (k + 3/2), \quad \xi \to 0$$
$$F_{k+1/2}(\eta) = \frac{2}{3} \frac{\Gamma(k + 3/2)}{\Gamma(3/2)} \frac{1}{\xi^{3/2}}, \quad \xi \to \infty.$$  

The integral of $k = 1/2$ order can easily be determined from the expression (34):

$$F_{1/2}(\xi) = \frac{2}{3} \frac{1}{\xi^{3/2}}.$$  

The most frequently used Fermi integrals that are expressed through (36) have the form:

$$F_{-1/2}(\xi) = \frac{4}{3} \frac{\xi^{-1/2}}{(\xi^2 + 4)^{1/2}}, \quad F_{3/2}(\xi) = \frac{\left( \frac{\xi^2 + \left( \frac{2}{5} \right)^2}{\xi^{5/2}} \right)^{1/2}}{\xi^{5/2}}, \quad F_{5/2}(\xi) = \left[ \frac{5}{2} \xi^{-3/2} + \frac{2}{7} \xi^{-7/2} \right]. \quad \text{(37)}$$

The maximum error compared with the exact solution [68] for integrals at $k = -1$ and $k = 1$ does not exceed 8%, but increases slightly with increasing of $k$.

Approximation (36) allows to obtain simple analytical expressions for the physical quantities of the electron gas at arbitrary temperatures.

### 3.1.2. Equations of state

Using the approximating expressions (36) and (37) equations of state for degenerate electron gas can be written as simple analytical expressions at arbitrary temperatures. Since the average electron energy $\langle \epsilon_e \rangle$ and its pressure can be represented as

$$\langle \epsilon_e \rangle = T_e \frac{F_{3/2}}{F_{1/2}} = \frac{3}{2} \epsilon_f (\epsilon_e^2 + 0.16)^{1/2}, \quad \text{(38)}$$
$$p = 2 \frac{N}{3} \langle \epsilon_e \rangle = 2 \frac{N}{3} \epsilon_f \frac{F_{3/2}}{F_{1/2}} = N_e \epsilon_f (\epsilon_e^2 + 0.16)^{1/2}, \quad \text{(39)}$$

### 3.1.3. Electron heat capacity $C_e(T_e)$

The expression for the heat capacity of the electron gas $C_e(T_e) = \frac{\partial}{\partial T} \langle N_e \langle \epsilon_e \rangle \rangle$ can be obtained from the relations


Using the approximating expressions (37), heat capacity of electron gas can be represented with an error not exceeding 5% as the following function

\[
C_e(T_e) \equiv \frac{3}{2} \frac{N_e k_B^2 T_e \left[ K \right]}{T_e^2 + \left( \frac{3 \mathcal{E}_F}{\pi^2} \right)^2 \frac{1}{2}},
\]

where \( N_e = zN_a \), \( z \) - the number of valence electrons, \( N_a \) - the concentration of atoms (ions) of lattice.

The resulting expression gives the classical linear dependence of heat capacity of a degenerate electron gas vs. temperature \([69]\) in low temperature region \( T_e \ll \varepsilon_F \),

\[
C_e = \frac{\pi^2 k_B^2 T_e N_e}{2 \varepsilon_F} \quad \text{and constant value at } T_e \gg \varepsilon_F \quad \text{equal to heat capacity of gas with Maxwell distribution } C_e = 3/2 k_B N_e.
\]

Dependences for copper and aluminum are shown in Fig. 2.

\[
\frac{d}{d\eta} F_{k+1/2} = (k + 1/2) F_{k-1/2}, \quad \frac{\partial \eta}{\partial T} = \frac{3}{T} F_{1/2}, \quad C_e(T_e) = \frac{N_e}{F_{1/2}} \left( \frac{5}{2} F_{3/2} - \frac{9}{2} F_{1/2} \right).
\]

**Figure 2.** Temperature dependence of electron heat capacity \( C_e(T_e) \).

### 3.1.4. The thermal diffusivity of a degenerate electron gas \( \chi_e \).

The thermal diffusivity of electron gas is proportional to the product of the mean free path \( l_e \) and average velocity of the electron \( < u_e > \):

\[
\chi_e = \frac{1}{3} l_e < u_e >,
\]

(41)
In metals electron mean free path due to several mechanisms: pair of electron-electron collisions, electron-phonon collisions and scattering by plasmons.

Electron-electron collisions dominate at temperatures comparable to the Fermi energy $T_e/\epsilon_F \approx 1$. Electron-phonon interaction is dominant at low temperatures $T_e/\epsilon_F << 1$. The interaction associated with the excitation of plasmons occurs at high temperatures, exceeding the plasma frequency energy $T_e > \hbar \omega_p$ ($\hbar \omega_p \approx 10 - 20$ eV). Taking into account high temperature region of occurrence and limitation of experimental data about reducing of the mean free path of electrons due to plasmon excitation (it is known only for some metals), electron scattering by plasmons will not be considered.

3.1.4.1. The electron-electron thermal diffusivity $\chi_{ee}(T_e)$

The mean free path of an electron in pair electron-electron collisions $l_{ee}$ is determined from the known gas-dynamic formula

$$l_{ee} = \frac{1}{N_e \sigma_{ee}},$$

where $\sigma_{ee}$ - scattering cross section with energy $\Delta \epsilon$ transfer for electrons with energies $\epsilon_1, \epsilon_2$. The cross section $\sigma_{ee}$ is expressed through the transport cross section of the collision of two isolated electrons $\sigma_{\ell \ell}^{tr}$ and Fermi integrals $F_{-1/2}, F_{1/2}$. In turn, the transport cross section of collision of two isolated electrons $\sigma_{\ell \ell}^{tr}$ in a field of screened Coulomb potential $U = \frac{e^2}{r} \exp \left(-\frac{r}{d}\right)$ is expressed through the differential scattering cross section $d\sigma$ determined in the Born approximation [70, p.560]. The final cross sections will be written in form

$$\sigma_{ee}^{tr} = \frac{2\pi}{9} \left(\frac{4}{9\pi}\right)^{4/3} z^{-4/3} r_B^2 \left[\ln(t+1) - \frac{t}{(t+1)}\right],$$

$$\sigma_{ee} = \sigma_{ee}^{tr} \left(\frac{F_{-1/2}}{2F_{1/2}}\right)^2 = \frac{2\pi}{9} \left(\frac{4}{9\pi}\right)^{4/3} z^{-4/3} r_B^2 \left[\ln(t+1) - \frac{t}{(t+1)}\right],$$

where $t = 4(k^2)^2 = \left(\frac{9\pi}{4}\right)^{4/3} z^{1/3} r_B^2 \left(\frac{\epsilon^2 + 0.16}{\epsilon^2 + \frac{4}{9}}\right)^{1/2}$, $r_B = \frac{\hbar^2}{m_e^2} = 0.529 10^8\text{cm} – \text{Bohr radius}$, $r = \left(\frac{3}{4\pi N_a}\right)^{1/3} - \text{the average distance between atoms}$, $e - \text{the electron charge}$, $d$ – field acting radius (Debye) $U = \frac{e^2}{r} \exp \left(-\frac{r}{d}\right)$. 
At low temperatures $T_e << \varepsilon_F$, the effective cross section $\sigma_{ee}$ is small and amounts to

$$\sigma_{ee} = \sigma_{ee}^{tr} \left( \frac{\xi^2}{\varepsilon^2 + 4/9} \right) = \sigma_{ee}^{tr} \left( \frac{T_e}{\varepsilon_F} \right)^2.$$  

Maximum of cross section is achieved at $T_e \geq \varepsilon_F$, Fig.3, when the degeneracy is passed and the electron-electron collisions with large energy transfer become possible. At very high temperatures $T_e >> \varepsilon_F$ cross section becomes the Coulomb one, Fig.3, and decreases logarithmically. The mean free path of electrons $l_{ee}$ is determined by the formula (42):

$$l_{ee} = \frac{1}{N_e \sigma_{ee}} = \left[ N_e \cdot \frac{2\pi}{9} \left( \frac{4}{9\pi} \right)^{4/3} z^{-4/3} r^4 \frac{4}{r_B^2} \frac{\xi^2}{\left( \xi^2 + \frac{4}{9} \right) \left( \xi^2 + 0.16 \right)} \right]^{-1}$$

Calculations indicate that the mean free path for Al and Cu change in a wide range ($\sim 10^{-2} \div 10^{-7}$) cm and have a minimum at $T_e = \varepsilon_F$.

The average thermal velocity of electron $<v_e>$ is expressed through its average energy $<\varepsilon_e>$:

$$<v_e> = \left( \frac{2}{m} <\varepsilon_e> \right)^{1/2} = \left( \frac{3\varepsilon_F}{m} \left( \xi^2 + 0.16 \right)^{1/2} \right)^{1/2} = \left( \frac{3}{2} \right)^{1/2} \left( \frac{9\pi}{4} \right)^{1/3} z^{1/3} \frac{h}{m_e} \left( \xi^2 + 0.16 \right)^{1/4}, \quad (45)$$

Taking into account (44) and (45) electronic thermal diffusivity $\chi_{ee}$ takes the form:

$$\chi_{ee} = \frac{l_{ee}}{3} <v_e> = \left( \frac{2}{3} \right)^{1/2} \left( \frac{4}{9\pi} \right)^{1/3} \frac{1}{z^{1/3} N_a} \frac{t^2}{\xi^2} \frac{\xi^2}{\left( \xi^2 + 0.16 \right)} \left[ \ln(1+t) - \frac{t}{1+t} \right]^{-1} \left( \frac{3}{2} \right)^{1/2} \left( \frac{9\pi}{4} \right)^{1/3}, \quad (46)$$

where $\Phi_{ee}(\xi) = t^2 \left[ \frac{\xi^2}{\left( \xi^2 + 0.16 \right)^{1/4}} \ln(1+t) - \frac{t}{1+t} \right]$ is dimensionless function,

$$\chi_0 = \sqrt{\frac{2}{3} \frac{4}{3\pi} \frac{h}{m_e}} = 0.402, \left[ \frac{\text{cm}^2}{\text{s}} \right].$$
Fig. 4 shows the temperature dependence of $\chi_{ee}(T_e)$ for Al and Cu. Temperature dependence of electron-electron thermal diffusivity $\chi_{ee}(T_e)$ of both metals has a deep minimum at $T_e = \varepsilon_F$. Its value reaches $\sim 20\div30$ [cm$^2$/s], Fig.4. At removal of degeneracy, when $T_e > \varepsilon_F$ the thermal diffusivity increases due to decreasing of the effective cross section $\sigma_{ee}$. With further increase of temperature $T_e >> \varepsilon_F$ the thermal diffusivity continues to increase and its dependence $\chi_{ee} \sim \varepsilon^{5/2} / \ln \varepsilon^2$ coincides with temperature dependence of thermal diffusivity of Maxwell electron plasma. At low temperature $T_e << \varepsilon_F$ dependence of thermal diffusivity is inversely proportional to square of temperature $\chi_{ee} \sim T_e^{-2}$. Strong growth of $\chi_{ee}(T_e)$ with decreasing of $T_e$ leads to the fact that $\chi_{ee}$ reach $(1\div5) \cdot 10^5$ [cm$^2$/s] values which is 3-4 orders higher than the actual electron thermal diffusivity of metals at room temperatures. Thus, the resulting expression (46) is a good approximation only for high temperatures. Under normal conditions ($T_e \sim 300$K) it is necessary to consider the scattering of electrons of metals by phonons to determine thermal diffusivity, this interaction is dominant at low temperatures.

![Figure 3](image)

**Figure 3.** Temperature dependences of electron-electron scattering cross section $\sigma_{ee}(T_e)$.

### 3.1.4.2. The electron-phonon thermal diffusivity

The mean free path, defined by electron-phonon interaction is described by the assumption of elastic scattering of conduction electrons of metal on lattice oscillations. To determine it is convenient to use the phenomenological approach [70], in which the crystal is considered as an elastic continuum. Lattice oscillations at the same time considered as a wave of elastic deformations. To simplify the density fluctuations are presented as deviations of each atom (ion) from the average, which square of amplitude is directly proportional to temperature $T_{ph}$. According to the macroscopic theory of
elasticity we can obtain an expression for the mean free path, expressed in terms of macroscopic quantities [71] by expressing the force tending to return the atom (ion) to the equilibrium state through the Young's modulus $E$:

$$\ell_{eph} = \frac{E \cdot r}{N_e k_B T_{ph}}$$

(47)

Figure 4. Temperature dependence of electron-electron thermal diffusivity $\chi_{ee}(T_e)$.

From the expression (47) it follows that $\ell_{eph}$ is inversely proportional to the lattice temperature $T_{ph}$ in electron-phonon interaction.

During melting of a metal the number of collectivized electrons remains practically unchanged. The modulus of elasticity is only one value (excluding the jump in specific volume, which usually does not exceed 10%) that changes. The melting of most metals is accompanied by decrease in elastic modulus by 2-3 times [72]. This decrease causes a corresponding increase in density fluctuation and, consequently, an abrupt decrease in the mean free path $\ell_{eph}$:

$$\left(\ell_{eph}\right)_k = \left(\frac{E \cdot r}{zN_a k_B T_{ph}}\right)_k$$

(48)

where $k = s, l$ subscripts denoting membership in the solid and liquid phases, respectively, $r = \left(\frac{3}{4\pi N_a}\right)^{1/3} = 0.6204N_a^{-1/3}$ is a distance between the atoms. From below $\ell_{eph}$ is limited by Bohr diameter value. The mean free path of electrons taking into account the scattering by phonons, calculated for aluminum and copper from the relation (48) showed that, compared with the mean free path of the electron-electron scattering values for both metals
decreased by several orders of magnitude: for the high-temperature region of 1.5 ÷ 2 orders of magnitude, while at low temperatures for 4 ÷ 5 orders of magnitude.

The thermal diffusivity $\chi_{\text{eph}}(T_e, T_{ph})$, defined by the mechanism in electron-phonon interaction is calculated by the formula:

$$
\left( \chi_{\text{eph}}(T_e, T_{ph}) \right)_k = \left( \frac{1}{3} \ell_{\text{eph}}(T_{ph}) < \nu_e(T_e) > \right)_k,
$$

(49)

Dependences $\chi_{\text{eph}}(T_e, T_{ph})$ for Al and Cu calculated from (49) at $T_e = T_{ph}$ are shown in Fig.5. The calculations show that at room temperature values of the electron thermal diffusivity $\chi_{\text{eph}}$, for both materials are 3-4 orders of magnitude less than the thermal diffusivity $\chi_{ee}$ and reach values of $10^2$ cm$^2$/s typical for metals under normal conditions. Under equilibrium conditions with temperature $T_{ph}$ increasing, thermal diffusivity $\chi_{\text{eph}}$, undergoing break at the phase transition decreases rapidly to a value of ~ 1 cm$^2$/s at a temperature of ~ 5 000K. Function $\chi_{\text{eph}}(T_e, T_{ph})$ increase by several orders of magnitude with electron temperature increase.

![Figure 5](image-url)

**Figure 5.** Temperature dependences of thermal diffusivity $\chi_{\text{eph}}(T_e, T_{ph})$ for Al and Cu with fixed $T_e = T_{ph}$.

3.1.4.3. The resulting thermal diffusivity of electron Fermi gas $\chi_e(T_e, T_{ph})$

Calculations have shown that taking into account only a pair electron-electron collisions leads to a strong (by several orders of magnitude) overestimation of the thermal diffusivity of the electron gas at low temperatures $T_e << \epsilon_F$. Accounting for electron-phonon collisions gives a more realistic values of $\chi_e(T_e)$ at low temperatures.

By averaging mean free paths $\ell_{ee}$, $\ell_{\text{eph}}$ we obtain an expression for resulting thermal diffusivity, at arbitrary temperature.
\[ \left( \chi_e(T_e, T_{ph}) \right)_k = \left( \frac{\chi_{ee} \chi_{eph}}{\chi_{ee} + \chi_{eph}} \right)_k = \left( \frac{1}{3} \frac{\ell_e}{\nu_e} > \right)_k = < \nu_e > \left( \frac{\ell_{ee} + \ell_{eph}}{3} \right)_{k=s, t} , \quad (50) \]

Fig.6 shows temperature dependences of total electron thermal diffusivity \( \chi_e(T_e, T_{ph}) \) for Al and Cu in equilibrium \( T_e = T_p \).

### 3.1.5. The thermal conductivity of the electron gas

According to elementary kinetic theory, the thermal conductivity of the gas is

\[ \left( \lambda_e(T_e, T_{ph}) \right)_k = \left( \frac{1}{3} C_e \frac{\ell_e}{\nu_e} (T_e, T_{ph}) < \nu_e > \right)_k = \left( C_e \chi_e(T_e, T_{ph}) \right)_k \left[ \frac{W}{m \cdot K} \right] \quad (51) \]

Thus, the thermal conductivity \( \lambda_e \) can be determined through the heat capacity \( C_e \) and averaged thermal diffusivity of electron gas \( \chi_e(T_e, T_{ph}) \). The temperature dependences of \( \lambda_e \) for Al and Cu calculated for the equilibrium case when \( T_e = T_{ph} \) are shown in Fig.6. In accordance with the results, the equilibrium electron thermal conductivity \( \lambda_e(T_e, T_{ph}) \) at temperatures not exceeding the boiling temperature of the equilibrium is practically independent of temperature. In high temperature region \( T_e > 1eV \) thermal conductivity increases rapidly due to the dominance of electron-electron scattering. It is natural that in this region the thermal conductivity of the electron gas depends on electron density and \( \lambda_e \) increases with increasing of electron concentration. For this reason, electron thermal conductivity of aluminum is higher than the same one of copper at the high-temperature. In low temperature region where electron-phonon interaction is dominated, the ratio is inverse. Because of the greater mean free path \( \ell_{eph} \), electron thermal conductivity of copper is higher than that of aluminum.

![Figure 6. Temperature dependence of total electron thermal conductivity \( \lambda_e(T_e, T_{ph}) \).](image-url)
3.2. Phonon gas

3.2.1. Heat capacity of phonons

The main consequence of the existence of lattice oscillations is the possibility of its thermal excitation, which is appeared as a contribution to the heat capacity of solid.

Taking into account the process of melting, heat capacity of phonon gas can be written as [69], [73]:

\[
C_{ph,k} = \begin{cases} 
3k_B N_{a,k} & k = s, l, \quad T > T_D \\
\frac{12\pi^4}{5} N_a k_B \left( \frac{T_{ph}}{T_D} \right)^3 & T \leq T_D, 
\end{cases} 
\]

(52)

\(T_D\) is a Debye temperature.

3.2.2. The thermal diffusivity of phonon gas \(\chi_{ph}\)

Phonons are considered as a gas of particles. From elementary kinetic theory, thermal diffusivity of a gas is given by

\[
\chi_{ph} = \frac{1}{3} \ell_{ph} v_{sound} 
\]

(53)

where \(\ell_{ph}\) - phonon mean free path. It is assumed that the phonons move with velocity of sound \(v_{sound}\).

The mean free path of phonons \(\ell_{ph}\) is determined from the description of thermal motion in a solid by means of notions of the phonon gas. The interaction between the phonons can be characterized by some effective cross section which is proportional to the mean square of thermal expansion of the body or the mean square of density fluctuation \(\rho\) [69]:

\[
\Delta^2 = N_a k_B T_{ph} \beta, \quad \beta = (\rho v_{sound}^2)^{-1}.
\]

Assigning to phonons radius equal to thermal oscillations amplitude, we can taken into account scattering of sound waves and determine the mean free path \(\ell_{ph}\)

\[
\ell_{ph} = \frac{r}{\Delta^2 \gamma^2} = \frac{Mv_{sound}^2 r}{k_B T_{ph} \gamma^2},
\]

(54)
where $M$ - the mass of the atom, $\gamma$ - Griineyzen constant.

Accounting for the expressions for the mean free path $\ell_{ph}$ (54) and the velocity of sound $v_{\text{sound}}$ [73] expressed through the Fermi velocity

$$v_{\text{sound}} = \left( \frac{m}{3M} \right)^{1/2} v_f = \left( \frac{m}{3M} \right)^{1/2} \left( \frac{9\pi}{4} \right)^{1/3} \frac{\hbar}{m r}, \quad M = M_0 A,$$

thermal diffusivity of phonons can be written as:

$$\chi_{ph} = \frac{1}{3} \ell_{ph} v_s = \frac{M_0 A v_s^3 r}{3 k_B T_{ph}} \gamma = \left( \frac{3}{4\pi} \right)^{1/3} \frac{\pi^2}{(3m)^{3/2}} \frac{h^3}{(M_0 A)^{1/2}} \gamma^2 k_B T_{ph} \frac{2}{3}$$

Taking into account the melting process:

$$\chi_{ph} = \left( \frac{\chi_{ph}}{k} \right)_k = \left( 2.831 \times 10^{-13} \frac{z}{A^{1/2} \gamma^2} \frac{N_{a,k}^{2/3}}{T_{ph}[K]} \right)_k \left[ \frac{\text{cm}^2}{\text{s}} \right], \quad k = s, l \quad (55)$$

**Figure 7.** Temperature dependences of phonon thermal diffusivity $\chi_{ph} (T_{ph})$.

### 3.2.3. Thermal conductivity of phonon gas $\lambda_{ph}$

The thermal conductivity of phonon gas can be expressed through its heat capacity $C_{ph}$ and thermal conductivity. Taking into account expressions for $C_{ph}$ and $\chi_{ph}$ in the high-temperature region $T_{ph} > T_D$ thermal conductivity takes the form:

$$\lambda_{ph} = C_{ph} \chi_{ph} = \left( \frac{3 \pi^2}{(3m)^{3/2}} \frac{h^3}{M_{0A}^{1/2}} \frac{z}{A^{1/2} \gamma^2} \frac{N_{a,k}^{5/3}}{T_{ph}[K]} \right)_k = \left( 1.17 \times 10^{-35} \frac{z}{A^{1/2} \gamma^2} \frac{N_{a,k}^{5/3}}{T_{ph}[K]} \right)_k, \quad (56)$$
Graphic dependences of $\lambda_{ph}$ for Al and Cu are represented in Fig. 8.

![Graph showing temperature dependence of the phonon thermal conductivity.](image)

**Figure 8.** Temperature dependence of the phonon thermal conductivity.

### 3.2.4. Equilibrium heat capacity and thermal conductivity of metal

The temperature dependences of the total heat capacity and thermal conductivity of a metal can be represented as corresponding sums, which consist of two parts – electron \((40), (51)\) and phonon \((52), (55)\):

\[
C(T) = C_e(T) + C_{ph}(T), \\
\lambda(T) = \lambda_e(T) + \lambda_{ph}(T),
\]

Temperature dependences of $\lambda(T)$ and $C(T)$ are shown in Figs 9, 10. For comparison, reference data from [72], [74] - [77] are shown by markers.

According to the equilibrium theory of metals [69], [73] in the temperature range $T_0 < T < T_m$ heat transport by electrons is dominated. As predicted by the Wiedemann-Franz law, equilibrium electron thermal conductivity is practically independent of temperature. Its contribution to the total thermal conductivity of the metal with temperature increasing, is much greater than the contribution of the phonon component $\lambda_e > \lambda_{ph}$. The phonon part of thermal conductivity is inversely proportional to the temperature, and its contribution is noticeable only at low temperatures. As a result, the resulting thermal conductivity of solid-state becomes linearly decreasing temperature dependence. At the phase transition solid-liquid thermal conductivity of both metals decreases abruptly in $2 \div 3$ times and decreases slowly with increasing temperature.

At very low temperatures, much smaller than Debye temperature $T<T_0$, these relations become invalid, which is associated with the change of interaction mechanisms. Since the
thermal conductivity of metal bodies at low temperatures is determined by the transfer of thermal energy by sound waves, rather than electrons. The heat capacity and the number of phonons in this case are proportional to \( \sim T^3 \), and the electrical resistance, defined by the scattering of electrons by phonons is inversely proportional to absolute temperature.

![Figure 9. Temperature dependences of total thermal conductivity \( \lambda(T) \).](image)

Calculations showed that at temperatures close to the plasma \( T \geq 1 \text{ eV} \), the thermal conductivity of metals increases rapidly, and the thermal conductivity of aluminum, due to three times exceeded electron density becomes higher than the thermal conductivity of copper. However, this situation can have meaning only in the case of strongly nonequilibrium with hot electrons and cold lattice. Under equilibrium conditions, the use of calculated data should be restricted to the region of the critical point, in which neighborhood, as known, all physical properties of metals vary sharply.

Comparison of the obtained theoretical data with reference data was carried out in a relatively narrow temperature range, since the physical properties of most metals were measured in the temperature range from several tens to several thousand degrees, and usually not exceeding the boiling temperature of the equilibrium. In the range \( 300 \div 1500 \text{ K} \), the comparison has shown a complete qualitative agreement of results with a good quantitative correlation, Figs.9, 10.

### 3.3. Electron-phonon interaction

During laser action on metals, entire pulse energy is transmitted directly to the electrons. The result is a highly nonequilibrium region in the solid with hot electrons and cold lattice. Cooling of electron subsystem realized by two mechanisms: energy transfer by electron thermal conductivity, leveling the gradients of electron temperature and electron-phonon interaction, which leads to heating of the lattice.
3.3.1. The average frequency of electron-phonon collisions \( \langle \nu_{\text{eph}} \rangle \).

Per time unit, the electron undergoes an average of \( \sim 1/2 \tau \) collisions with the emission of phonons, and roughly the same, but slightly smaller, the number of collisions with the absorption of phonon. Estimate the time of inelastic collisions by using the following equation [70]

\[
\frac{1}{2} \tau_{\text{eph}} = \frac{1}{N_e \langle \nu_e \rangle \sigma_{\text{eph}}}.
\]

Hence, the average frequency of electron-phonon collisions with energy transfer of electrons to crystal lattice can be represented as

\[
\langle \nu_{\text{eph}} \rangle = 2N_e < \nu_e > \sigma_{\text{eph}} = 2zN_a < \nu_e > \sigma_{\text{eph}}
\]

(58)

where \( \sigma_{\text{eph}} \) is scattering cross section of electrons by phonons.

The cross section for electron-phonon scattering, calculated under the assumption that the product of the wave number of electron and atom displacements from equilibrium [78] has the form

\[
\sigma_{\text{eph}} = 4\pi \left( \frac{4}{9\pi} \right)^{4/3} \frac{m k_B T_{\text{ph}}}{h^2} \left( \frac{r}{r_B} \right)^2 \left( \frac{r^4}{z^{4/3}} \right) \frac{z^2}{z^2 + 0.16} \left[ \frac{t_1}{t_1 + 1} \right]
\]

(59)

The cross section has a maximum at \( T_e = \varepsilon_F \). At \( T_e \ll \varepsilon_F \) due to the Pauli principle, the cross section is proportional to temperature \( T_e \). After removing the degeneracy \( T_e \gg \varepsilon_F \), cross section of electron-phonon collisions decreases with \( T_e \) increasing. The linear lattice temperature \( T_{\text{ph}} \) dependence of the cross section of electron scattering in metals reflects the
fact that the effective radius of the atoms can be identified with the amplitude of its thermal fluctuations.

Taking into account expressions for $\sigma_{\text{eph}}$ (59) and $< u_e >$ (45), the average rate of energy transfer can be written as:

$$
\langle \nu_{\text{eph}} \rangle = \left( \frac{3}{2} \right)^{1/2} \frac{8}{3\pi} \frac{r}{r_B} \frac{k_B}{\hbar} T_{\text{ph}} \Phi_{\text{eph}}(\xi).
$$

$$
\Phi_{\text{eph}}(\xi) = \begin{cases} 
\xi \cdot \left[ \ln(t_1 + 1) - \frac{t_1}{(t_1 + 1)} \right] & \text{при } \xi < 1 \\
\frac{\xi}{(\xi^2 + 0.16)^{1/4} \left( \frac{\xi^2}{9} + \frac{4}{9} \right)^{1/2}} & \text{при } \xi \geq 1
\end{cases}
$$

(60)

The dependences of the mean frequency of transmission electron energy to phonons from the temperature $T_e$ at $T_{\text{ph}}=300$ K and $T_{\text{ph}}=1000$ for aluminum and copper are shown in Fig.11.

**Figure 11.** Temperature dependences of frequency of energy transfer of electrons to phonons at 300 K and $T_{\text{ph}}=1000$ K.

### 3.3.2. Energy transfer

The mechanism of energy transfer to the lattice due to electron-phonon collisions was discussed in several papers [79-81]. The collision of an electron with the lattice phonon is absorbed or is born, for which law of conservation of energy and momentum works:
\[
\Delta \varepsilon = m_1 v_1^2 / 2 - m_2 v_2^2 / 2 = \pm h \Omega \\
p = 2m_1 v_1 \sin \frac{\phi}{2} = \frac{h \Omega}{v_{\text{sound}}}
\]

where \( \Omega \) - the phonon frequency, \( \phi \) - the angle between the initial and final electron momentum \( m_1 v_1 \) and \( m_2 v_2 \), \( v_{\text{sound}} \) - velocity of sound, \( p \) - the electron momentum.

From the conservation laws (61) it follows that energy of phonon, excited by an electron with a momentum \( p \) equal to \( \Delta \varepsilon = h \Omega = 2pv_{\text{sound}} \sin \frac{\phi}{2} \).

At a spherically symmetric scattering the energy transferred by one electron per unit time, averaged by \( \phi \), equals [81]:

\[
< \Delta \varepsilon > = \frac{2}{3} \frac{h \Omega_D}{k_B T_{ph}} p v_{\text{sound}} v_{\text{eph}} \left[ 1 - \frac{1}{32} \left( \frac{h \Omega_D}{p v_{\text{sound}}} \right)^3 \right], \quad \text{where} \quad h \Omega_D \sim \text{the Debye energy.}
\]

Taking into account velocity of sound \( v_{\text{sound}} \), expressed in terms of the Fermi velocity [73], \( < \Delta \varepsilon > \) in its final form is written:

\[
< \Delta \varepsilon > = \frac{2}{3} p_F v_{\text{sound}}^2 \frac{h k_D}{k_B T_{ph}} \left[ 1 - \frac{1}{32} \left( \frac{h k_D v_{\text{sound}}}{p_F v_{\text{sound}}} \right)^3 \right] v_{\text{eph}} = \\
= \left( \frac{9 \pi}{2} \right)^{1/3} \frac{\sqrt{3}}{2} \frac{4}{3} \frac{z}{m M} \left( \frac{r}{r_B} \right)^2 \frac{h^3}{r^4} \times \left[ 1 - \left( \frac{1}{2^4 z} \right) \right] \Phi_{\text{eph}} (\xi),
\]

(62)

3.3.3. The electron-phonon coupling factor

The average energy transferred to phonons by electrons per volume unit per time unit is equal to the product of the average energy transferred by a single electron \( < \Delta \varepsilon > \) and concentration of electrons, which may participate in the transfer of energy to phonons

\[
\frac{d \varepsilon}{d t} = \begin{cases} 
< \Delta \varepsilon > \frac{k_b (T_e - T_{ph})}{\varepsilon_F} N_e & T_e < \varepsilon_F \\
< \Delta \varepsilon > z(T_e) N_e & T_e \geq \varepsilon_F
\end{cases}
\]

or

\[
\frac{d \varepsilon}{d t} = < \Delta \varepsilon > \frac{k_b (T_e - T_{ph})}{\varepsilon_F} N_e = g(\xi) \left( T_e - T_{ph} \right),
\]

(63)

where \( g(\xi) \) is electron-phonon coupling factor, equal to
The temperature dependence of the electron-phonon coupling factor \( g(T_e) \) is shown in Fig.12. The results calculated for Al in [82] are shown to compare by markers.

3.4. Conclusions

Important thermodynamic and thermophysical properties of a degenerate electron and phonon gas: equation of state, heat capacity, the energy exchange between subsystems in an arbitrary temperature range are determined using fundamental physical quantities - the mean free paths and times (frequency) of the electron - electron and electron-phonon collisions.

Using Fermi integrals technique and its subsequent approximations have provided the temperature dependence of all characteristics in the form of simple analytical expressions.

4. Formulation and solution of the problem of laser action on metals using the method of dynamic adaptation

Action of intense laser radiation on metals may be accompanied by heating, evaporation, plasma formation. The dynamics of the processes in the condensed media and in the flow of vapor and gas environment surrounding the evaporating surface depend on several parameters of the laser pulse: the level of the absorbed intensity, wavelength, duration and spatial and temporal distribution of the energy, as well as optical, thermal and hydrodynamic characteristics of the condensed and gaseous media. It should be noted that the process of interaction is qualitatively different depending on where the target is placed: in the vacuum or the gaseous medium.
As it was already mentioned, the main features of ultra-short super-power action on metals are associated with the high speed and voluminous nature of the laser pulse energy release. The high rate of energy input leads to a strong deviation of the system from the local thermodynamic equilibrium (LTE). The basis of the mathematical description of the pulsed laser heating of metals is a phenomenological two-temperature model (TTM) of parabolic type proposed in the 50s by the authors of [65], [66]. The application of TTM involves the description of the situations with small deviations from LTE. Ultrafast heating of metal targets by super-power laser pulses causes a strong deviation from the LTE and requires appropriate adjustments of the mathematical model. In the first place, the kinetic non-equilibrium phase transitions and powerful dynamic effects associated with the movement of the phase fronts must be taken into account. The consideration of these processes requires the explicit description of the kinetics of the phase transitions and the formulation of the conservation laws at the phase fronts, which are hydrodynamic breaks.

4.1. Mathematical description of processes in the irradiation zone

Laser radiation propagates from the right to the left and strikes the surface of the metal target. Then the radiation is partially absorbed and partially reflected. The absorbed energy is consumed for heating, phase transformations and the generation of shock waves in the solid phase. Fig. 13 shows spatial location of phases, moving interphase boundaries $\Gamma_{s}\left(t\right)$, $\Gamma_{l}\left(t\right)$ and shock wave in solid $\Gamma_{sh,s}\left(t\right)$.

Figure 13. Spatial phase configuration.

Formulation of the problem was carried out under the following assumptions and limitations:

- The mechanisms of volume of melting and evaporation are not included into the consideration.
- The melting and evaporation fronts appear at the irradiated surface during its noticeable overheating $\Delta T_{sl} = T_{sur} - T_{m}$ and $\Delta T_{l} = T_{sur} - T_{b}\left(p_{sat}\right)$, the overheated metastable states act sustainably during the consideration.

The mathematical description and modeling of pico- and femtosecond laser action on metal target in vacuum was performed within the framework of a two-temperature and spatially one-dimensional multi-front nonequilibrium hydrodynamic Stefan problem, written for the two phases - solid and liquid.
4.1.1. System of equations

Action of high-power laser pulses on metal targets initiate in them a number of interrelated processes with nonlinear behavior. The description of their behavior is performed using a system of hydrodynamic equations, two energy balance equations for electron and phonon subsystems, and the transport equation of the laser radiation. The system of equations can be written in the domain with three moving boundaries \( \Gamma_{sh,s}(t) \), \( \Gamma_{sf}(t) \), \( \Gamma_{kv}(t) \).

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \frac{\partial \rho u}{\partial x} &= 0 \\
\frac{\partial (\rho u)}{\partial t} + \frac{\partial \rho u^2}{\partial x} + \frac{\partial p}{\partial x} &= 0 \\
\frac{\partial (\rho e_e)}{\partial t} + \frac{\partial (\rho u e_e)}{\partial x} &= - \left( p \frac{\partial u}{\partial x} + \frac{\partial W_e}{\partial x} + g(T_e)(T_e - T_{ph}) + \frac{\partial G}{\partial x} \right) \\
\frac{\partial (\rho e_{ph})}{\partial t} + \frac{\partial (\rho u e_{ph})}{\partial x} &= - \left( p \frac{\partial u}{\partial x} + \frac{\partial W_{ph}}{\partial x} - g(T_e)(T_e - T_{ph}) \right) \\
\frac{\partial G}{\partial x} + \alpha(T_e)G &= 0, \\
P &= P_e(\rho_e, T_e) + \rho_{ph}(\rho, T_{ph}), \\
\epsilon_e = C_e(T_e)T_e, \\
\epsilon_{ph} = C_{ph}(T_{ph})T_{ph}, \\
t > 0, \quad \Gamma_s < x < \Gamma_{sh,s}(t) \cup \Gamma_{sh,l}(t) \cup \Gamma_{sf}(t) < x < \Gamma_{sl}(t) \cup \Gamma_{sf}(t) \cup \Gamma_{kv}(t)
\end{align*}
\]

(65)

the designations: \( \rho, u, e, T, p \) are the density, gas-dynamic velocity, internal energy, temperature and pressure correspondingly, \( \alpha(T_e) \), \( R(T_e) \) are the coefficient of volume absorption of the laser radiation and surface reflectivity, \( G \) is the density of the laser radiation, \( \epsilon_e, \epsilon_{ph} \) are electron and phonon heat capacity and heat conductivity, \( g(T_e) \) electron-phonon coupling factor. Indexes \( s, l, v \), designate solid, liquid, vapor phases, \( e, ph \) designate electron and phonon components.

4.1.2. Edge conditions

We use edge conditions in the form of initial conditions at \( t = 0 \) and boundary conditions at \( x = \Gamma_s, \Gamma_{sh,s}(t), \Gamma_{sf}(t), \Gamma_{kv}(t) \).

Initial conditions

\[
t = 0: \quad u(0,x) = 0, \quad p = 0, \quad \rho = \rho_0, \quad T_e = T_{ph} = T_0 = 293K
\]

(66)

Boundary conditions

\( x = \Gamma_s \): the condition of zero mass and heat flow is used as boundary conditions at the left (fixed) boundary:
\[ x = \Gamma_s : \quad \rho_s u_s = 0, \quad W_T = 0; \]  

\[ \dot{x} = \Gamma_{sf}(t) : \text{the model of surface melting-crystallization is used as boundary conditions at the moving interphase boundary } \Gamma_{sf}(t). \]

The model of surface melting-crystallization is a non-equilibrium kinetic version of the Stefan problem [18], [83,84], formulated for the conditions of significant deviation from LTE and consisting of three conservation laws: mass, momentum and energy, written in the stationary (laboratory) coordinate system:

\[ \dot{x} = \Gamma_{sf}(t) : \quad \rho_s(u_s - v_{sf}) = \rho_\ell(u_\ell - v_{sf}), \]  

\[ P_s + \rho_s(u_s - v_{sf})^2 = P_\ell + \rho_\ell(u_\ell - v_{sf})^2, \]  

\[ \left( \lambda_{ph} \frac{\partial T_{ph}}{\partial x} \right)_s - \left( \lambda_{ph} \frac{\partial T_{ph}}{\partial x} \right)_\ell = \rho_s I_{me}^{ne} v_{sf}, \]  

These conservation laws are accompanied by the kinetic dependence of the interphase front velocity \( v_{sf}(\Delta T_{sf}) \) on the overheating of the solid surface (22).

\[ v_{sf}(T_{sf}) = \frac{a f}{\lambda} \left( 3 k_B T_{sf} / m \right)^{1/2} \left[ 1 - \exp \left( \frac{L_m k_B}{T_{sf}} \right) \right], \]  

Additional account of hydrodynamic effects was carried out using the expressions for the curve of equilibrium melting \( T_m(P_s) \), temperature dependence of the equilibrium latent melting heat \( L_m^{eq}(T_m(P_s)) \) and non-equilibrium latent melting heat \( L_m^{ne} \)

\[ L_m^{ne} = L_m^{eq}(T_m(P_s)) + \Delta C_{ps} \Delta T_{sf} + \frac{\rho_s + \rho_\ell (u_s - u_\ell)^2}{\rho_s - \rho_\ell} \frac{2}{2}, \quad T_m = T_m(P_s) = T_{m,0} + kP_s, \]

where \( \Delta C_{ps} = (C_{ps} - C_{ps}) \), \( \Delta T_{sf} = (T_{sf} - T_m(P_s)) \).

The electron component is assumed continuous with respect to the electron density \( N_e \) and temperature \( T_e \) during transition through the phase front:

\[ \left( \lambda_e \frac{\partial T_e}{\partial x} \right)_s = \left( \lambda_e \frac{\partial T_e}{\partial x} \right)_\ell, \quad T_{e,s} = T_{e,f}. \]  

\[ x = \Gamma_{ku}(t) : \text{the model of surface evaporation is used as boundary conditions at the moving interphase boundary } \Gamma_{ku}(t). \]

The process of surface evaporation within the approximation of the Knudsen layer is described by three conservation laws and three additional parameters at the outer side of the Knudsen layer (temperature \( T_v \), density \( \rho_v \) and velocity \( u_v \)). In the general case, two of these parameters (usually \( T_v \) and \( \rho_v \)) are determined using
certain approximation relations, e.g. (30), while the third one (usually the Mach number \( M = u / u_e \)) is found from the solution of the gas-dynamic equations.

Three conservation laws are written in the stationary (laboratory) coordinate system and have the form:

\[
x = \Gamma_{kb}(t) : \rho_k (u_k - v_{ku}) = \rho_v (u_v - v_{kv}),
\]

\[
p_k + \rho_k (u_k - v_{ku})^2 = p_v + \rho_v (u_v - v_{kv})^2,
\]

\[
\left( \lambda_{ph} \frac{\partial T_{ph}}{\partial x} \right)_k - \left( \lambda_v \frac{\partial T_v}{\partial x} \right)_v = \rho_k (u_k - v_{ku}) L_{ne}^v,
\]

\[
\rho_v = \alpha_p(M) \rho_{sat}, T_v = \alpha_T(M) T_{sur},
\]

\[
p_{sat}(T_{sur}) = p_b \exp \left[ \frac{L_{ne}^v \left( \Delta T_{sur} / T_{sur} \right)}{RT_b} \right],
\]

\[
\rho_{sat} = \frac{p_{sat}(T_{sur}) / RT_{sur}}{\Delta T_{sur} = T_{sur} - T_b \left( p_{sat}(T_{sur}) \right)}
\]

\[
L_{ne}^v = L_{ne}^{eq} \left( T_{sur} \right) + C_{pv}(T_b - T_{sur}) + \frac{\rho_k + \rho_v (u_k - u_v)^2}{\rho_k - \rho_v / 2},
\]

The boundary conditions for the electron component and the laser radiation are written as:

\[
-\lambda_e \frac{\partial T_e}{\partial x} = \sigma T_e^4,
\]

\[
G(t) = \left( 1 - R_k \left( T_e \right) \right) \cdot G_0 \exp \left[ -\left( \frac{t}{t_L} \right)^2 \right].
\]

\( \sigma \) is the Stefan-Boltzmann constant.

\( x = \Gamma_{sh,s} \left( t \right) \): three conservation laws are written at the moving front of the shock wave, so-called Rankine-Hugoniot relations, that have the following form in the laboratory coordinate system:

\[
j_{sh,s}^m = \rho_1 \left( u_1 - v_{sh,s} \right) = \rho_0 \left( u_0 - v_{sh,s} \right),
\]

\[
j_{sh,s}^m = p_1 + \rho_1 \left( u_1 - v_{sh,s} \right)^2 = p_0 + \rho_0 \left( u_0 - v_{sh,s} \right)^2,
\]

\[
j_{sh,s}^e = -W_{T,1} + j_{sh,s}^m \left[ \epsilon_1 + \frac{(u_1 - v_{sh,s})^2}{2} \right] = -W_{T,0} + j_{sh,s}^m \left[ \epsilon_1 + \frac{(u_0 - v_{sh,s})^2}{2} \right]
\]

The index “0” signifies the values at the background side, “1” relates to the shock wave side.
4.2. Numerical algorithm and finite difference schemes

Mathematical feature of Stefan problems is the lack of explicit expressions for the interconnected quantities at the interphase boundaries: temperature \( T_{sf} \), \( T_{sur} \) and velocities of the phase fronts \( \nu_{sf} \) and \( \nu_{ku} \). So the problem (65) – (81) will be nonlinear even for constant values of thermo-physical and optical properties. For low velocities of phase transformations \( \nu_{sf}, \nu_{ku} \ll \nu_{sound} \), the processes behave in a quasi-equilibrium way, and their description can be performed within the framework of equilibrium models. For example, in the problem of melting-crystallization, a phenomenological condition of the temperature equity \( T_{sf} = T_{y} = T_{f} = T_{m} \) is used instead of the kinetic condition (71), and the differential Stefan condition is completely omitted. The influence of the phase transition is taken into account using a singular adding of the latent heat \( L_{eq}^{m} \) to the heat capacity (equation of state) in the point of the phase transition, so-called enthalpy method [85 - 87]. To solve the problems in this statement, the methods of the type of “pass-through” or uniform schemes have found wide application [85], where the velocity and location of the phase transition are not determined explicitly.

Fast phase transitions \( \nu_{sf}, \nu_{ku} \ll \nu_{sound} \), that are typical for powerful pulsed laser action, occur under the conditions of high non-equilibrium caused by the powerful flow of material [88] over the interphase boundary. Using the smoothing procedure of the enthalpy reduces the class of solutions of the phase transformations problems in the material; in particular, it excludes from consideration the effects of overheating and overcooling of the condensed matter [89, 90]. High-speed phase transitions require explicit tracking of the phase boundaries [91]. Typically, the velocity of phase boundaries is determined numerically. In computational respect, the presence of moving boundaries leads to a significant complication of the numerical solution [92].

4.2.1. Method of dynamic adaptation

Finite-difference method of dynamic adaptation [93], [94], was used to numerically solve the discussed problem. This method allows performing explicit tracking of any number of interphase boundaries and shock waves [95].

The method of dynamic adaptation is based on the procedure of transition to an arbitrary nonstationary coordinate system. Its usage allows to formulate the problem of grid generation and adaptation on a differential level, i.e. part of differential equations in the obtained mathematical model describes physical processes, and other part describes the behavior of the grid nodes [96].

4.3. Arbitrary nonstationary coordinate system

The transition to an arbitrary nonstationary coordinate system is performed using an automatic coordinate transformation using the sought solution. Formally, it is possible to use a variable change of the common form \( x = f(q, \tau), \quad t = \tau \) to perform a transition from the
physical space \( \Omega_{x,t} \) with Euler variables \((x,t)\) to some computational space with arbitrary nonstationary coordinate system \( \Omega_{q,\tau} \) and variables \((q,\tau)\). It is assumed that this transformation corresponds to a univalent nondegenerate reverse transformation \( q=\phi(x,t), \quad \tau=t \). During the transition between coordinate systems, the partial derivatives of the dependent variables are connected using the following expressions:

\[
\frac{\partial}{\partial t} + Q \frac{\partial}{\partial q}, \frac{\partial}{\partial x} = \frac{1}{\psi} \frac{\partial}{\partial q}, \frac{\partial^2}{\partial x^2} = \frac{1}{\psi} \frac{\partial^2}{\partial q^2}, \quad \frac{\partial}{\partial \tau}, \frac{\partial}{\partial q}, \frac{\partial}{\partial q},
\]

(82)

where \( \psi = \partial x / \partial q \) is the Jacobian of the reverse transformation, \( Q \) is the transformation function that should be determined.

In the arbitrary coordinate system, moving with velocity \( \mathbf{Q} \), where \( \frac{\partial x}{\partial \tau} = -\mathbf{Q}, \) or \( \frac{\partial \psi}{\partial \tau} = -\frac{\partial Q}{\partial q}, \)

the differential model (65) in the new variables \((q,\tau)\) takes the form:

\[
\frac{\partial \psi}{\partial \tau} = -\frac{\partial Q}{\partial q}, \quad \frac{\partial}{\partial \tau}(\psi \rho) + \frac{\partial}{\partial q}(\rho(u + Q)) = 0
\]

(83)

(84)

\[
\frac{\partial}{\partial \tau}(\psi \rho u) + \frac{\partial}{\partial q}(p + \rho u(u + Q)) = 0
\]

(85)

\[
\frac{\partial}{\partial \tau}(\psi \rho \varepsilon_e) + \frac{\partial}{\partial q}(\rho \varepsilon_e (u + Q)) = -\left( p \frac{\partial u}{\partial q} + \frac{\partial w_e}{\partial q} + g(T_e) (T_e - T_{ph}) + \frac{\partial G}{\partial q} \right)
\]

(86)

\[
\frac{\partial}{\partial \tau}(\psi \rho \varepsilon_{ph}) + \frac{\partial}{\partial q}(\rho \varepsilon_{ph} (u + Q)) = -\left( p \frac{\partial u}{\partial q} + \frac{\partial w_{ph}}{\partial q} - g(T_e) (T_e - T_{ph}) \right)
\]

(87)

\[
\frac{\partial G}{\partial q} + \psi \alpha(T_e) G = 0
\]

(88)

\[
p = p_e(\rho_e, T_e) + p_{ph} (\rho, T_{ph}), \quad \varepsilon_e = C_e(T_e) T_e, \quad \varepsilon_{ph} = C_{ph}(T_{ph}) T_{ph}, \quad W = \frac{\lambda(T)}{\psi} \frac{\partial T}{\partial q},
\]

Thus, usage of an arbitrary nonstationary coordinate system is accompanied by the transformation of the initial differential model (65) into the extended model (83) – (88), in which the equation (83) is the equation of the inverse transform. Equations (84) – (88) describes the physical processes. The type, characteristics and kind of boundary conditions
for the inverse transformation equations depend on the type conversion function \( Q \). Because of this equation, the initial (66) and boundary conditions (67) – (81) are changed accordingly.

Thus, the unknown functions in the computational space are not only the functions of the physical fields but also the coordinates of the grid nodes. The equation of the reverse transformation is used after the determination of the function \( Q \) to construct the adaptive grid in the physical space. Its differential analogue describes the dynamics of the grid nodes, and the function \( Q \) performs controlled movement of the nodes in agreement with the dynamics of the sought solution. In the computational space, the nodes of the grid and all discontinuous and interphase boundaries are steady. The value of the function \( Q \) at the boundaries of the domain are determined from the boundary conditions.

**Selection of the function \( Q \)**. The function \( Q \) that is in agreement with the sought solution can be determined from the quasi-steady principle [96], which states that we should search for such nonstationary coordinate system where all processes occur in a steady way. Since the energy balance equation includes all hydrodynamic variables, to determine the function \( Q \), we can use only two equations (86), (87), assuming that \( \frac{\partial \epsilon}{\partial \tau} = \frac{\partial \epsilon_{ph}}{\partial \tau} = 0 \). Then the function \( Q \) will have the form

\[
Q = -u - \frac{2p}{\partial q} \left( \frac{\partial W_e}{\partial q} + \frac{\partial W_{ph}}{\partial q} + \frac{\partial G}{\partial q} \right) - \left( \rho_e \frac{\partial \epsilon}{\partial q} + \rho \frac{\partial \epsilon_{ph}}{\partial q} + re \right)
\]

(89)

where \( W_e = -\frac{\lambda_e}{\Psi} \frac{\partial T}{\partial q} \), \( W_{ph} = -\frac{\lambda_{ph}}{\Psi} \frac{\partial T_{ph}}{\partial q} \).

**Differential schemes**

The differential model (83) – (88) was approximated by a family of conservative differential schemes obtained using integration-interpolation method [97]. Computational grids \( (\omega^j_m)_s \) and \( (\omega^j_m)_t \) are introduced in the computational space \( \Omega^j_{q,\tau} \) in each subdomain with integer \( q_i \) and half-integer \( q_{i+1/2} \) nodes for the spatial variable \( q \) and step \( \Delta \tau^j \) for the variable \( \tau \).

\[
(\omega^j_m)_k = \left\{ \begin{array}{l}
(q_m, \tau^j), (q_{m+1/2}, \tau^j); \quad q_{m+1} = q_m + h, \quad q_{m+1/2} = q_m + 0.5h, \\
\tau^j+1 = \tau^j + \Delta \tau^j, \quad i = 0, \ldots, N-1, \quad j = 0,1,\ldots
\end{array} \right\}
\]

(90)

The flow variables \( W_e, W_{ph}, G \), and functions \( u,Q,x \) correspond to the integer nodes during approximation, while functions \( \epsilon_e, \epsilon_{ph}, T_e, T_{ph}, \rho, \psi \) correspond to half-integers ones \( (q_{m+1/2}, \tau^j) \).
The family of conservative differential schemes has the form:

\[
\frac{\psi_{m+1} - \psi_{m-1}}{h} = \frac{Q_m^{\sigma_1} - Q_m^{\sigma_3}}{h} + \frac{Q_m^{\sigma_1} - Q_{m-1}^{\sigma_3}}{h}
\]

\[
\frac{\psi_{m+1} - \psi_{m-1}}{h} = \frac{\rho_m^{\sigma_2} (Q_m^{\sigma_1} - u_m^{\sigma_1}) - \rho_m^{\sigma_2} (Q_{m-1}^{\sigma_1} - u_{m-1}^{\sigma_1})}{h}
\]

\[
\Delta \tau
\]

\[
\frac{u_{m+1} (\psi_{m+1} - \psi_{m-1}) + v_{m+1} (\psi_{m+1} - \psi_{m-1})}{h} = \frac{p_m^{\sigma_4} (\psi_{m-1} - \psi_m)}{h} + \frac{p_m^{\sigma_4} (\psi_{m-1} - \psi_m)}{h}
\]

(90)

Here \( f^{\sigma_r} = \sigma_r f^{j+1} + (1 - \sigma_r) f^j \), and \( \sigma_r = \sigma_1, \sigma_2, \ldots \) are the weight coefficients, determining the degree of implicitness of the differential schemes.

To solve the obtained system of nonlinear partial-differential equations we use a computational algorithm with enclosed iterative cycles consisting of one external and two internal cycles [98]. Each of the internal cycles uses the Newton iterative procedure.
5. Modeling results

We consider two modes of pulse with pico- and femtosecond laser fluence with a wavelength $\lambda_L = 0.8 \, \mu\text{m}$ on two metal targets of aluminum (Al) and copper (Cu). The influence on each of the targets was carried out with the same energy density $F$, respectively $F = 0.7\, \text{J}\, \text{cm}^{-2}$ for Al and $F = 2.0\, \text{J}\, \text{cm}^{-2}$ for Cu.

Temperature dependences of the reflectivity $R(T_e)$ and volumetric absorption coefficient $\alpha(T_e)$ were calculated according to [99, 100]. Fig. 14 shows the time profiles of the incident and the absorbed laser pulse with a Gaussian profile $\tau_L = 10^{-12}\, \text{s}$ and $\tau_L = 10^{-15}\, \text{s}$. 

Figure 14. Time profile of pico- and femtosecond pulses on the surface of Al.

Figure 15. Time dependence of the surface temperature of Al.

The incident laser radiation is absorbed in the electron component, causing it to warm up fast. The main feature of the nonequilibrium heating is that it occurs under conditions of intense competition between the rapid release of the laser energy and the factors limiting the
heat - strongly varying electron thermal conductivity coefficient \( \lambda_e(T_e, T_{ph}) \) and electron-phonon coupling factor \( g(T_e) \).

At picosecond influence \( \tau_p = 10^{-12} \), the maximum of electron temperature of the surface \( T_{e,max} = 1.8 \cdot 10^4 K \) is achieved at the descending branch of the laser pulse at the moment \( t \equiv \tau_p \), Fig. 15, and the values of the coefficients vary in the range \( \frac{\lambda_{e,max}}{\lambda_{Al}} = 10 \) and \( \frac{g_{max}}{g_{Al}} = 70 \). The maximum value of the lattice temperature is achieved after the pulse \( t = 5\tau_p \) and amounts \( T_{ph,max} = 7.5 \cdot 10^3 K \). The maximum gap between the temperatures reaches the value \( \Delta T = T_e - T_{ph} = 10^4 K \). Temperature equalization \( T_e = T_{ph} \) occurs within a time \( \sim 10 \) ps.

Femtosecond influence \( \tau_f = 10^{-15} s \) differs from picosecond that the same energy is released during the 3 orders of magnitude less than that causes more of a deviation from local thermodynamic equilibrium. The values of the coefficients \( \lambda_e(T_e, T_{ph}) \) and \( g(T_e) \) limiting the heating of electronic components, and also increase \( \frac{\lambda_{e,max}}{\lambda_{Al}} = 27 \) and \( \frac{g_{max}}{g_{Al}} = 200 \), but not as much as \( G(t) \). Time profile of the electron temperature of the surface \( T_{e,surf}(t) \) significantly shifted relative to laser pulse time profile \( G(t) \). The maximum value of the electron temperature is achieved at the end of the pulse \( t \equiv 2\tau_f \) and is \( T_{e,max} = 4.1 \cdot 10^4 K \), Fig. 15. A second difference of a femtosecond influence, despite the rapid energy exchange between the subsystems is a slow heating of the lattice, which differs little from the effects of heating at picosecond influence. The maximum value of the lattice temperature is achieved at the time \( t = 5 \) ps and is \( T_{ph,max} = 7.2 \cdot 10^3 K \). The maximum gap between the temperatures reaches a value \( \Delta T = T_e - T_{ph} = 3.3 \cdot 10^4 K \). Temperature equalization \( T_e = T_{ph} \) occurs within the time \( \sim 9 \) ps.

The high heating rate determines high rate of phase transformations. Fig. 16 shows the time dependences of the melting front propagation velocity \( u_{sl}(t) \) for two modes of influence. Since the rate of heating of the lattice by picosecond and femtosecond pulses differ slightly, then the rate \( u_{sl} \) is almost the same. The only difference is in the initial stage of the process. At the picosecond influence, the birth of the melting front starts at the front of the laser pulse \( t = -0.1ps \), while at the femtosecond with a considerable delay after the pulse, \( t = 30 fs \). The maximum values of \( u_{sl,max}(t) = 3.75 \) km/s are achieved in the time interval \( t = 2 + 2.5ps \). Such a high rate of propagation of the front leads to a pressure jump at the melting surface of the solid phase \( p_s = 0.16 Mbar \) for \( \tau_f = 10^{-12} s \) \( p_s = 0.14 Mbar \) for \( \tau_f = 10^{-15} s \) and the formation of a shock wave moving ahead of the front of melting, Fig. 17.

Appearance of high dynamic pressure causes an increase in the equilibrium melting temperature, the curve \( T_m(p_s) \) shown in Fig. 18. Its maximum value reaches \( T_m(p_s) = 1900 K \). Due to the dynamic pressure of about one order of magnitude as compared to the equilibrium value, increases the value of non-equilibrium heat of melting \( L_{m}^{neq}(p_s) \). Comparison of the \( T_{sl}(t) \) and \( T_m(p_s(t)) \) curves indicates a significant overheating of surface of the phase boundary \( T_{sl}(t) > T_m(p_s(t)) \). The degree of nonequilibrium of melting process is conveniently characterized by the response function \( \Delta T_{sl}(u_{sl}) \), which is shown in Fig. 19.
Figure 16. The time profile of the velocity of melting of aluminum.

Figure 17. The spatial profiles of temperature of aluminum.

Figure 18. The time profiles of the equilibrium melting temperature and temperature of the melting front of Al.
At low overheating (supercooling), the function $\Delta T_{sl}(v_{sl})$ increases linearly with growth $v_{sl}$. In the range of $v_{sl} \sim 1$ km/s, at which the shock wave is formed in the solid phase, $\Delta T_{sl}$ function has a smooth maximum indicating the change of the mechanism of phase transformation. The thermal conductivity mechanism is dominant at low velocities $v_{sl} \leq 1$ km/s will be displaced by hydrodynamic at large values $v_{sl} \leq v_{sound}$.

Fig. 20 shows fragment of dependence of $v_{sl}(t) > 0$ which characterizes the hardening process which takes place in the nanosecond time range. Maximum velocity of the solidification front does not exceed 45 m/s, respectively, the maximum undercooling is $10 \div 15 K$. High velocity of propagation of melting fronts are associated with strong cross-flows of matter and energy across the phase boundary.

In aggregate with volumetric nature of the energy transfer from the electron gas to the lattice it leads to the formation of highly superheated metastable state, characterized by the
appearance of the surface temperature maximum $\Delta T_{ph,\text{max}} = T_{ph} - T_m(p_r) = 4.5 \cdot 10^3 K$ in the solid phase, Fig. 17. In the liquid phase is also formed near-surface temperature maximum, Fig.20, but since the maximum velocity of evaporation front $v_{\text{evap, max}} = 40 m/s$ is two orders of magnitude lower than the velocity $v_{sl}$, magnitude and its role are insignificant.

Action of ultrashort laser pulses on metal target with different thermo-physical properties – copper – has several differences and many in common with the action of the aluminum target. The main difference of the non-equilibrium heating and non-equilibrium phase transformation in the condensed media is in the first place connected with the rate of energy exchange between the electron and phonon subsystems. The coefficient of energy exchange $g(T_e)$ in copper is by about 1.5 orders lower than that of aluminum, so that during laser energy release, the action of one of the main factors that limit the heating of the electron subsystem turns out to be significantly lower. As a result, the maximum values of the electron temperature of the surface are several times higher than that for aluminum: $T_{e,\text{max}} = 4 \cdot 10^4 K$ for picosecond pulse $T_{e,\text{max}} = 1.2 \cdot 10^5 K$ for femtosecond pulse, fig. 21.

Heating and melting of the lattice take place in the picosecond range $t_m = +0.1 ps$, fig.22. For copper, the rate of energy transfer to the lattice is significantly lower, so that the velocity of the melting front turns out to be several times lower than that for aluminum $v_{sl,\text{max}}(t) = 1.3$ km/s, fig.23. The maximum value of the pressure in the solid phase is also lower, $p_{s,\text{max}} = 0.14 Mbar$. Despite the fact that the velocity $v_{sl}$ for copper is significantly lower than that for Al, the value of overheating of the interphase surface turns out to be significantly higher due to decrease of the hydrodynamic effects: $\Delta T_{s/l,\text{max}} = 350 K$, fig. 24. The overheating of the sub-surface region of the solid phase reaches the value of $4 \cdot 10^3 K$.

The solidification of the liquid phase takes place in the nanosecond rage – the same as for aluminum. The lifetime of the melt reaches the value of $15 \div 20$ ns, fig.25, the maximum velocity of the crystallization front - $v_{cr} = 35 m/s$. The maximum value of the overcooling of the front $\sim 22 K$. The overcooling of the volume of the solid reaches the value of $800 K$.

![Figure 21. Time dependence of the surface temperature of Cu.](image-url)
Figure 22. The spatial profiles of temperature of copper.

Figure 23. The time profile of the velocity of melting of copper.

Figure 24. Response functions $\Delta T_{sl}(v_s)$ for Cu.
Modern experimental methods of the investigation of the processes of melting-cристаллизации of the metal systems determine the velocities of the solid-melt front to be within the range of \(10 \div 100 \text{ m/s}\) with corresponding overcooling of liquid within the range of \(10 \div 400 \text{ K}\). Thus, the data from the modeling of the metastable overcooled states in the liquid phase of metals is in relatively good agreement with the experimental measurements.

It is not possible to perform the same comparison with the overcooled states in the solid phase because of the lack of reliable experimental data which is caused by the complexity of statement of such experiments.

6. Conclusion

The detailed analysis of the physical processes of the non-equilibrium heating and the fast phase transformations in the metal systems under the action of ultra-short laser pulses was performed in this chapter. A mathematical model was built based on the brief analysis of the thermodynamical and kinetic approaches for the description of the phase transformations of the first order. This model is a non-equilibrium hydrodynamic version of the Stefan problem and describes the kinetics of high-speed heterogeneous phase transformations: melting, crystallization, evaporation. The model is supplemented by the explicit description of the moving phase fronts for correct reflection of the dynamics of the phase transitions.

The methods of mathematical modeling were used to investigate the regimes of pico- and femtosecond action on metals - Al, Cu. The kinetics and dynamics of phase transformations are analyzed. The results of the modeling confirmed the skewness of the high-speed processes of melting – solidification. In particular, the maximum velocity of melting reaches the value of several kilometers per second, while the maximum velocity of solidification does not exceed hundred of meters per second. The temperature dependence \(v_{sf}(T_{sf})\) does not have a sharp bend in the point of change of the direction of the phase transition.
Special attention is paid to the overheated and overcooled metastable states that are caused by the fast phase transitions. The deviation from the local thermodynamical equilibrium is noticed both in the bulk and at the interphase boundary. The response function $T_{sf}\left(v_{sf}\right)$ has a linearly increasing character for low values of velocity $v_{sf}$ in the range of $\left[0 \pm 50\right] m/s$. As the velocity $v_{sf}$ rises more than $v_{sf} > 100 m/s$, a maximum is formed in the response function for both metals. The appearance of the maximum means that the dominating mechanism of the phase transition changes: the mechanism of heat conductivity is changed by the hydrodynamic one. The maximum value of overheating of the interphase boundary reaches the value of $200 \div 400 K$, the one for overcooling is by one order lower than that value. The overheating and overcooling of the bulk are significantly higher - $4 \times 10^3 \div 5 \times 10^3 K$ for overheating and $6 \times 10^2 \div 8 \times 10^2 K$ for overcooling. The results for different materials are compared between each other and with experimental data.

These results do not pretend to be an exhaustive description of the variety of fast phase transitions, because they used the assumption of the thermodynamic stability of overheated / overcooled metastable states during all times considered. Refusal of such assumptions will require further research to include the kinetics of homogeneous phase transformations into the consideration.
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