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1. Introduction

Spectral Analysis is of great importance in signal processing applications in general, and in the analysis and the performance evaluation of communications systems specifically. On the other hand the procedure of calculating/estimating the spectrum itself is also important, i.e. whether it’s simple or complicated, especially when taking into account the limitations of onboard space in the parallel computation and VLSI implementation. Therefore, in response to the above, Widrow et al. proposed an adaptive method for estimating the frequency content of a signal through demonstrating a relationship between the Discrete Fourier Transform (DFT) and the Least Mean Square (LMS) algorithm, where the DFT coefficients are estimated by a new means using the LMS algorithm (Widrow et al., 1987). That was the original attempt of relating the DFT to the LMS adaptation rule. The main features of such a spectrum analysis are simplicity, adaptability, and suitability with parallel computations and VLSI implementation. This is owing to the nature of the LMS algorithm, which lends itself to this type of implementation.

Later on, Mccgee showed that Widrow’s spectrum analyzer could be used as a recursive estimator for the sake of solving the exponentially-weighted least squares estimation and a filter bank model was deduced. The fundamental outcome of that work was that the LMS algorithm could act as a bank of filters with two modes of operation, which means when the LMS learning rate is chosen to be \( \frac{1}{2} \), the filter poles are located at the origin. This means equivalently that the LMS effective transfer functions are FIR filters; otherwise, the equivalent filter is IIR (Mccgee, 1989).

The Widrow’s principal relation between the LMS and the DFT was then extended to the 2-Dimensional (2-D) case by Liu and Bruton, which directly resulted in the 2-D LMS spectrum analyzer. Here it was shown that the 2-D LMS algorithm has the advantage that allows concurrent computations of what was called an updating matrix and therefore the potential for very fast parallel computations of the 2-D DFT; however, there was no statement about how fast it was (Liu and Bruton, 1993).

Two years later, a generalization of the above mentioned 2-D LMS spectrum analyzer was demonstrated by (Ogunfunmi and Au, 1995). It was achieved by successfully extending the relation to other 2-D discrete orthogonal transforms. The simulations of that work showed the same results when imposing a frame of a test signal of size 32 by 32 to both a 2-D DFT
LMS based algorithm and a 2-D spectrum analyzer for the 2-D discrete cosine transform. The same results coincidence was demonstrated when comparing the estimated spectrum of the 2-D DFT LMS based with that of the 2-D discrete Hartly transform (DHT).

Beaufays and Widrow came back in 1995 to compare the LMS spectrum analyzer with the straightforward, non-adaptive implementation of the recursive DFT, and the robustness of the LMS spectrum analyzer to the propagation of round-off errors was demonstrated. Also, they showed that this property is not shared by other recursive DFT algorithms (Beaufays and Widrow, 1995).

In 1999 Alvarez et al. proposed the analog version of the LMS spectrum analyzer, where the coefficients are adapted independently by analog LMS structure which can be implemented in the VLSI technology. The main advantage gained from the work is that since the adaptation is carried out in the continuous time domain, real time computing speed was achieved (Alvarez et al., 1999).

This chapter aims mainly to propose a model-based simulation design procedure for realizing the relationship between the DFT and the LMS adaptation algorithm, using a very powerful simulation tool, namely SIMULINK, which runs under the MATLAB package. The proposed design is supposed to perform a spectral estimation using Widrow's adaptive LMS spectrum analyzer (Widrow et al., 1987). Therefore, this work attempts to provide a design procedure for that theoretical work. Specifically, this chapter proposes a model-based design procedure with simulation results to show the importance of this relation, which can be considered as an adaptive spectrum analyzer with wide range of applications in the design of modern digital communications transceivers and specifically the transform domain equalizers.

The simulation methodology is based on the SIMULINK environment and it adopts a block by block SIMULINK design procedure by which each system unit (system unit means, for example, phasor generator unit, LMS adaptation process unit) of the designed model is created at the block level and then assembled together properly to form the intended system model of Widrow’s adaptive spectrum analyzer model.

After finalizing the design, test signals will be imposed to the model for verifying the validity of the DFT coefficients that are estimated adaptively using the LMS algorithm. The simulation results will be showed and discussed clearly in the simulation results discussion section. In addition, new frequency contents will be added to the test input signal during the running mode to test the property of adaptability to sudden changes in the input signal, thus seeing how the system will follow up these changes.

As a future work, a generalized SIMULINK model design procedure for any specified n-point spectral estimation is suggested as a further development of this work. Also, there will be a suggestion of how to use the proposed model in the design and simulation of frequency domain equalizers as an application.

Finally, the chapter includes a brief introduction to using SIMULINK, which is important, especially for those who do not have access to or have limited information about SIMULINK. It acts as a clear, easy, short and concentrated guide to understand and/or develop the work presented in this chapter.
2. The mathematical background of the Adaptive Spectrum Analyzer

In this section the mathematical model of the adaptive spectrum analyzer, which was proposed first by Widrow et al. (Widrow et al., 1987), is presented. The main theory and the useful result of that work is given in this section without going further into the detailed mathematical derivations and proof, as it is out of the scope of this chapter. The objective of the chapter is to use this demonstration to propose a SIMULINK model that is corresponding to the adaptive LMS spectrum analyzer. Also, the proposed simulation model might be adopted later as a basic building block in the design of adaptive two-layer structures for fast filtering as it will be illustrated in the future work section at the end of the chapter. The Widrow et al. model will be abbreviated as WASA throughout the rest of the chapter, which stands for Widrow Adaptive Spectrum Analyzer.

The key idea of WASA is that for an arbitrary signal to be analyzed in the frequency domain, it’s possible to choose a number of phasors, according to a certain criterion, and then weight these phasors with adaptable weights that might be adapted by iterating the well-known LMS adaptation role. Upon choosing a suitable value for the adaptation rate, these weighted phasors are equal to the DFT coefficients of the signal under consideration. Fig. 1 shows the complete schematic diagram of the WASA model.

Fig. 1. Adaptive LMS spectrum Analyzer as proposed by (Widrow, et al., 1987)

The signal $d_j$ is the input sampled version of the signal to be Fourier analyzed which is sampled at each time index $j$. The sampling time is $T$ sec and the corresponding sampling frequency is $\Omega = \frac{2\pi}{T}$ rad/sec. It’s the objective of WASA to resolve $d_j$ to its corresponding DFT coefficients. The left hand side of Fig. 1 shows a set of complex exponentials, which represent the time domain phasors that are supposed to equal the DFT coefficients of $d_j$ after weighting them with an adaptable weight vector. There are $N$ phasors, where $N$ refers to the desired number of the DFT coefficients. The corresponding frequencies of these set of phasors span the frequency range from DC up to the sampling frequency $\Omega$, including the
fundamental frequency $\frac{\Omega}{N}$. The fundamental phasor can be expressed in terms of the time index $j$ as:

$$\frac{\Omega}{e^{jNj}}$$

Where $i = \sqrt{-1}$. Now, since $\Omega T = 2\pi$, then this phasor becomes:

$$\frac{2\pi}{e^{jNj}}$$

(2)

The rest of the other phasors are the power of equation (2).

In vector form these phasors might be written as:

$$X_j \equiv \frac{1}{\sqrt{N}} \left[ \begin{array}{c}
\frac{2\pi}{e^{jNj}} \\
\frac{4\pi}{e^{jNj}} \\
\vdots \\
\frac{2\pi(N-1)}{N} \\
\end{array} \right]$$

(3)

These phasors are to be weighted at each sampling time index $j$ by the adaptable weight vector $W_j$, where

$$W_j \equiv \left[ \begin{array}{c}
w_{j0} \\
w_{j1} \\
w_{j2} \\
\vdots \\
w_{jN-1} \end{array} \right]$$

(4)

The factor $\frac{1}{\sqrt{N}}$ is a normalization factor and it’s used to simplify the analysis of the system of Fig. 1, because it pulls the power of the phasors’ vector, $\bar{X}_j$ to unity, as it is shown in the main literature of (Widrow, et al, 1987). The weight vector components $w_{j0}, w_{j1}, \ldots, w_{jN-1}$ are updated at each sampling time index $j$ in accordance to the well-known LMS adaptation rule,

$$W_{j+1} = W_j + 2\mu \varepsilon_j \bar{X}_j$$

(5)

Where

$$\varepsilon_j = d_j - y_j$$

(6)
is the instantaneous error between the input signal \(d_j\) and the spectrum analyzer output, \(y_j\), which is given by:

\[
y_j = X_j^T W_j
\]  

(7)

whereas, \(\mu\) represents the LMS adaptation rate (speed) and \(\bar{X}_j\) is the complex conjugate of \(X_j\). (Widrow, et al., 1987) concluded that when the learning speed is set to 0.5, then the output of the spectrum analyzer of Fig.1 is equal to the DFT of the input signal \(d_{j-1}\). Referring to Fig. 1, the spectrum analyzer output is:

\[
\begin{bmatrix}
LMS \\
spectrum \\
analyzer \\
output \\
vector
\end{bmatrix} = \frac{I}{\sqrt{N}}
\begin{bmatrix}
1 \\
e^{\frac{2\pi}{N} j} \\
e^{\frac{2\pi(2)}{N} j} \\
\vdots \\
e^{\frac{2\pi(N-1)}{N} j}
\end{bmatrix} W_j
\]

(8)

\[
\therefore \text{DFT}[d_{j-1}] = \frac{I}{\sqrt{N}}
\begin{bmatrix}
1 \\
e^{\frac{2\pi}{N} j} \\
e^{\frac{2\pi(2)}{N} j} \\
\vdots \\
e^{\frac{2\pi(N-1)}{N} j}
\end{bmatrix} W_j
\]

(9)

This conclusion is demonstrated through the proposed SIMULINK model of this chapter through considering real time signals for the input \(d_j\), and then it will be compared with that of the standard sliding DFT system in the simulation result section.

3. Guide for using SIMULINK

This is a brief guide to using SIMULINK regarding to the modelling and simulation of dynamic systems. It gives a general introduction to SIMULINK, its importance and some useful tips of modelling with SIMULINK. The guide provides sufficient knowledge to understand the proposed model of this chapter, especially for those who have a limited knowledge of SIMULINK. A simple DSP example, namely a ‘tapped delay line’ of an arbitrary signal, is adopted in the end of the guide as a simple but a good practice of modelling with SIMULINK.

Finally, it is important here to indicate that the entire guide, and even the design of the proposed system of this chapter, assumes that the MATLAB is installed on a platform with a
Microsoft Windows operating system and not a Macintosh environment. Consequently, this may lead to some differences to those who are using a Macintosh operating system when dealing with the graphical user interfaces.

### 3.1 SIMULINK at a glance

SIMULINK which stands for SIMUlation and LINK, is a simulation tool that runs under the MATLAB package which stands for MATrices LABoratory, the main software by Mathworks. SIMULINK combines both the simplicity and the high capability of simulation and modelling of dynamic and embedded systems. SIMULINK can be used efficiently in the design, implementation, simulation and testing of a wide range of applications like communications, controls, signal processing, video processing and image processing. Although SIMULINK requires the installation of MATLAB on the platform of simulation, in general it doesn't require prior knowledge of programming using MATLAB, which is the case here in our proposed model-based system design; however, in other cases it does require such knowledge, but it is out of the scope of this chapter to go further in explaining such cases.

SIMULINK, as stated earlier, works under the MATLAB package, so it requires that MATLAB is installed on the simulation platform, normally a personal computer (pc), and the installation of SIMULINK choice should be selected during the installation process. Thus, the first step is running MATLAB. MATLAB can be run by double-clicking on the MATLAB icon on the desktop, and then SIMULINK is easily opened by either clicking on the SIMULINK icon in the MATLAB toolbar or by writing SIMULINK in what is called the command window.

**Fig. 2. Opening a MATLAB session**

SIMULINK can be opened in different ways. The simplest way is by clicking on the SIMULINK icon in the MATLAB toolbar as illustrated in Fig. 3.

**Fig. 3. Opening SIMULINK**
Fig. 4 shows the SIMULINK Library Browser window that appears after clicking on the SIMULINK icon. This is where you can find all the components that you may add to your model. Components are known as blocks in the SIMULINK context. Once the SIMULINK library browser is opened, a modeling environment has to be opened. This is called a model file, which is opened from the SIMULINK library browser toolbar by clicking on the new model icon as illustrated in Fig. 4. Fig. 5 shows a blank new model file.

In this model file you can create, connect all of your system components, simulate, change simulation parameters and finally view and/or print the results. The model file has to be saved with a suitable name and it will be saved in a default folder, namely MATLAB, which is created automatically during the installation period. Fig. 6 clarifies how to save a SIMULINK model.
Fig. 6. A standard Windows operation to save SIMULINK model files

Fig. 7. Inserting blocks in a SIMULINK model
Now, the entire components/blocks that you may wish to add to your model are available at the SIMULINK LIBRARY BROWSER. The next step is inserting and connecting the blocks of the model. A block can be inserted from the library browser very easily by left-clicking on the block, holding down the button, dragging it and then releasing the mouse in the model file. The procedure of adding a block to a model is illustrated in Fig. 7. It is useful here to indicate that a brief explanation about the mathematical operation of the selected block appears at the bottom of the library browser, as is illustrated in Fig. 7.

Similarly, the entire model’s blocks might be inserted in the same way. At this point, after inserting all of the required model components, you may rearrange the locations of the components within the same model file in such a way that best matches the schematic diagram of the simulated system. The next important step is linking the blocks of the model. Fig. 8 shows how to link two blocks together automatically, while Fig. 9 shows how to make a branch line.

Each SIMULINK block has its own simulation parameters, and these parameters can be reached by double-clicking on the block and then it can be changed according to the simulation requirements. As an example, Fig. 10 shows how to change the gain value of a gain block.
Finally, the facility of viewing the simulation results in various ways, adds more flexibility in performing simulations using SIMULINK. Actually, there are several devices that you might use for this purpose, namely *scope*, *x-y plotter*, *display*, *spectrum analyzer*, and *to work space*. The illustrative example in the next subsection shows the use of a *scope* device to display the simulation results. The user has the choice of inserting the scope device anywhere in the model to view the desired signal in the time domain.

### 3.2 An illustrative example of running a SIMULINK model: A tapped delay line model

This example shows a very common process in the DSP applications, which is the creation of a tapped delay line, which is a simple practice to learn how to create/run SIMULINK models. So, the idea is to create a lines that carry delayed versions of an arbitrary signal, say $x(n)$. Suppose that there is a need to create delayed versions of $x(n)$ of up to $x(n-4)$. The model will be created on the last saved model, i.e. the one shown in Fig. 6 which holds the model name ‘example_1’.

The model creation and simulation may be summarized in the following steps.

1. **Step 1.** Insert four unit delays from the discrete blocks category.
2. **Step 2.** Insert an arbitrary input signal from the source blocks category, and let it be a step block.
3. **Step 3.** Insert a scope block from the sinks category of blocks. Change the number of scope inputs to five, by double-clicking on the scope block and then changing the number of the axes parameter as shown in Fig. 11.
4. **Step 4.** Re-arrange all of the blocks inside the model and connect them. Follow the procedure given in Fig. 9 to connect a line with a block.
5. **Step 5.** Click on the run button, as indicated in Fig. 12, to run the model for a default simulation time of 10 sec.
SIMULINK provides the facility of creating subsystems. This means that you have the ability to create your own blocks by combining a number of blocks together to perform a certain function. It is useful here to explain how to create a subsystem using the following example, as this facility will be adopted in this chapter in the creation of the LMS spectrum analyzer model.
Suppose you need to use a tapped delay line of certain delays many times in your model or perhaps you want to create your own library of blocks within your SIMULINK package. SIMULINK provides the ability to do that by grouping them within one block with a default name of subsystem 1. This can be realized by selecting all the corresponding components and then right-clicking on one of them and choosing the create subsystem option from the menu as illustrated in Fig. 13.

Now your subsystem has been created, as shown in Fig. 13, and it is ready to use. You can resize your subsystem in order to make it fits its location in the model and also rename the input and/or the output ports in order to make your subsystem more organized and more expressive. Some of the useful operations on a subsystem are shown in Fig. 14.

4. The proposed WASA SIMULINK based design

In this section, a SIMULINK model which corresponds to the theoretical model of WASA is created and later it will be tested for a 4-points DFT case. The complete model is shown in Fig. 15. This model consists of two main subsystems, namely the phasor creation subsystem and the LMS adaptation subsystem. Other blocks are the summer, subtractor, and the mixers bank. The phasor creation subsystem is responsible for the generation of the frequency vector $X_j$ which is defined by equation 3. The procedure that is followed here to realize each phasor is to combine two sine and cosine source signals to form the required phasor according to Euler’s formula:

$$e^{\pm j\theta} = \cos(\theta) \pm j \sin(\theta)$$

(10)
Resizing of subsystem:
- Select the subsystem.
- Hover the mouse over one of the subsystem corners.
- Click and hold the left mouse button on the corner and drag the mouse to resize the subsystem.

Renaming ports' names of a subsystem:
- Double-click on the subsystem to open it.
- Double-click on the port and change the name.

Fig. 14. Useful operations on a subsystem
Fig. 15. The proposed WASA SIMULINK model

Fig. 16 shows a proposed 4points DFT phasor creation subsystem. Coming down to the block level, each phasor is composed of sine and cosine signals with the corresponding frequency band that starts from the DC component and ends with the \( \frac{2\pi(N-1)}{N} \) component.

The outputs from this subsystem are then fed to two places: firstly, to the mixer bank for the sake of calculating the spectrum analyzer output, \( y_j \); secondly, to the second main subsystem. This is the LMS adaptation process because these phasors are included in the adaptation process of the weight vector \( W_j \). Fig. 17 shows the contents of the LMS adaptation subsystem. The blocks inside the red rectangle, which are the simulation of equation 5, perform the adaptation role for each weight of the weight vector. Also, this figure shows how the instantaneous error and the adaptation rate constant are fed to all of the adaptation roles of the weights, \( w_j \).
Fig. 16. The block connection details inside the phasor creation subsystem

Fig. 17. The detailed blocks inside the LMS adaptation subsystem
The mechanism of operation of this model might be summarized as follows. The phasors are created in the phasor creation subsystem at each time sample index $j$. These vectors are weighted by the pre-loaded values of the weight vector through the mixer bank, then the weighted phasors are summed together to generate a sample of the LMS spectrum analyzer output $y_j$. The latter is subtracted from the input signal sample $d_j$ to generate the instantaneous error signal $e_j$. This error is fed to the LMS adaptation subsystem to update each weight gain of the weight vector instantaneously with the adaptation speed $\mu$ and the scaled phasor vector $X_j$. Now this model is finalized, and it is ready for setting the simulation parameters and exploring the results.

5. Simulation and results discussions

In this section, the performance of the proposed WASA SIMULINK model is tested using the following two scenarios.

1. Imposing a test signal and the results, i.e. the estimated DFT coefficients of the input test signal ($d_j$), are compared with those which are obtained from the steady flow DFT operation.

2. Imposing a test input signal and while running the model. New frequency contents are introduced in this test signal to test the adaptability feature of the proposed model and snapshots are taken to show how the power spectrum is updated to include the newly-added frequency contents.

The simulation parameters, results and results discussions for the two scenarios are as demonstrated below:

**Scenario (1)**

**Simulation parameters**

Simulation time (run time): 10 sec.

WASA output size: 4-DFT coefficients.

Input signal, $d_j$: pulse signal with a period time of 4\(\mu\)sec, 50% duty cycle, amplitude of 1volts, and sampling rate of 1 MSps.

**Simulation results and discussion**

The simulation results for this scenario are compared with those obtained from the conventional steady flow DFT. The steady flow DFT operation is designed from the tapped delay line example which was realized previously in Fig. 12 and a DFT SIMULINK block. The results for the proposed WASA model and the steady flow DFT are shown in Fig. 18.

The display block is adopted to display the calculated and the estimated DFT coefficients from the sliding DFT and the proposed WASA models respectively. After performing the running of the model, it is clearly seen that the results are absolutely coincident as they appear in their respective display blocks.
Another interesting result to be shown here is the instantaneous error signal, $e_j$. Fig. 19 shows various cases for the sampled version of this signal after running the proposed model three times for three values of the learning speed $\mu$. The results justify the mathematical proof in (Widrow, et al, 1987) which is given by equation (9) and states that if $\mu$ is chosen to be 0.5, the output of the adaptive LMS spectrum analyzer will be equal to the DFT of the input sampled signal at the previous time instance. Otherwise, $e_j$ will never reach zero as the case shows in Fig. 19 (a). Fig. 19 (c) shows that when $\mu$ is chosen to be more than 1, $e_j$ is increasing up to infinity as the LMS algorithm becomes unstable.

Fig. 18. 4 points DFT WASA model results as compared with sliding DFT
Fig. 19. The effect of the learning speed, $\mu$, on the instantaneous error signal, $\varepsilon_j$. 

(a) $\mu = 0.05$

(b) $\mu = 0.5$

(c) $\mu = 1.5$
Scenario (2)

Simulation parameters

Simulation time: 0.1 sec.
WASA size: 4-DFT points.
Input test signal: \[ d(t) = \sin(2\pi f_1 t) + \sin(2\pi f_2 t) u(t - t_o) \]

\[ f_1 = 100 \text{ KHz.} \]
\[ f_2 = 200 \text{ KHz.} \]
\[ t_o = 0.01 \text{ sec.} \]

Amplitude of 1vols, and sampling rate of 1MHz.

Simulation results

The second test is the adaptability test. This is carried out by imposing a composite signal of two sinusoidal signals to the model to serve as \( d_j \).

Simulation results and discussion

It is clear that this signal contains two fundamental frequencies, \( f_1 \) and \( f_2 \), but the \( f_2 \) component does not appear in the spectrum of the signal until the time instance \( t_o \) as the second term of \( d(t) \) is multiplied by the shifted unit step function. Therefore, the WASA proposed SIMULINK model operates on the term \( \sin(2\pi f_1 t) \) to estimate the \( f_1 \) component until the time instance \( t_o \), then the weight vector will be adapted by the LMS role again to estimate the frequency content of the second term, which is \( f_2 \). The results are viewed using the Spectrum scope block which is connected at the output node of the WASA model.

Two snap shots are taken from the spectrum scope block: one before \( t_o \) and the other after \( t_o \), as shown in Fig. 20.

Finally, it is clearly seen that the proposed model simulated the WASA system perfectly; however, there is an issue that seems to be a drawback for the procedure of the proposed WASA model creation. The point is that when the size of the system is small or moderate, i.e. the size of the DFT operation, the system creation is quite simple and doesn’t require a lot of effort to finalize it, which is the case for points 2 to 16. But what about the points 32 and up; 128, for example? The issue is that the system will require a bulk of blocks to be embedded in, and the branching of lines across the model will be tedious work. So, there must be another strategy to be adopted in the model creation phase. This will be clarified in the suggestions of future work section.

6. Future work

Actually, there are two tracks to be followed for the use of the proposed WASA SIMULINK-based design and/or developing the proposed adaptive spectrum analyzer. First is to generalize the model by generalizing the two main subsystems of the model, the phasor creation block and the LMS adaptation, to work with any specified number of DFT points. This would be realized by using MATLAB programming to create two script files that represent the mathematical relations of these two subsystems, then turning these scripts into...
Fig. 20. Results for the second test/adaptability test. (a) Frequency spectrum before adding the 10KHz component (b) Spectrum after adding the 10KHz component
SIMULINK blocks and embedding them later with the main model. This is a facility that SIMULINK provides, which makes the work look more professional and does not require huge and tedious wiring work during the model creation. The input parameter of the phasor creation block, for example, would be the number of the preferred DFT coefficient and the sampling rate.

Secondly is to extend the work of this chapter in the design of a class of digital modulation receivers. This could be the design of frequency domain adaptive equalizers, which adopt the frequency domain of the signals to remove the transmission channel noise from the received contaminated signals. Therefore, one can adopt the proposed WASA model in the design of the two layer linear structure for fast adaptive filtering, which was presented by (Beaufays, Widrow, 1995). Fig. 21 shows WASA location in the system inside the thick box.

![Fig. 21. WASA suggestion for adaptive frequency equalization (Beaufays, Widrow, 1995)](image)

**7. Conclusion**

A model-based design is proposed to simulate the LMS adaptive spectrum analyzer. A SIMULINK simulation environment is used for its simplicity and high capabilities. The proposed model successfully simulated Widrow’s model for 4-DFT points. The results shows a coincidence between the estimated DFT coefficients from the proposed model and the results calculated from a standard steady flow DFT model. Also, it justifies that when the adaptation rate, $\mu$ of the model is set to 0.5, then a set of weighted phasors exactly corresponds to the DFT coefficients of the applied input to the model. In addition, new frequency contents are added to the test input signal during the run (online) as a separate test to assess the adaptability property of the spectrum analyser model for the sudden changes in frequency content of the input signal. As a future work, a generalized SIMULINK model is suggested for any specified n-point DFT.
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