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1. Introduction

Optical imaging methods (Grinvald et al., 1986; Villringer and Chance, 1997; Wilt et al., 2009) have had a significant impact on the field of neuroimaging and are now widely used in studies of both cellular and vascular physiology and pathology. Currently, \textit{in vivo} optical imaging modalities can be broadly classified into two groups: macroscopic methods using diffuse light (optical intrinsic signal imaging (Grinvald et al., 1986), laser Doppler imaging (Dirnagl et al., 1989), laser speckle imaging (Dunn et al., 2001), diffuse optical imaging (Villringer and Chance, 1997), and laminar optical tomography (Hillman et al., 2004)) which achieve spatial resolutions of hundreds of microns to millimeters, and microscopic methods (two photon and confocal microscopy) which achieve micron-scale resolutions. Two-photon microscopy (Denk et al., 1990), in particular, is widely used in structural and functional imaging at the cellular and subcellular levels. While macroscopic imaging methods using diffuse light can achieve high penetration depths and large fields of view, they do not provide high spatial resolution. While two-photon microscopy achieves subcellular spatial resolution, the imaging speed, penetration depth, and field of view are limited.

Optical Coherence Tomography (OCT) (Huang et al., 1991) possesses a unique combination of high imaging speed, penetration depth, field of view, and resolution and therefore occupies an important niche between the macroscopic and microscopic optical imaging technologies discussed above. Relative to the optical imaging technologies currently used for neuroscience research, OCT has several advantages. Firstly, OCT enables volumetric imaging with high spatiotemporal resolution. OCT volumetric imaging requires tens of seconds to a few minutes. By contrast, volumetric imaging with two-photon microscopy typically requires tens of minutes to a few hours. Secondly, OCT achieves high penetration depth. OCT rejects out-of-focus and multiple scattered light, enabling imaging at depths of greater than 1 mm in scattering tissue. By comparison, conventional two-photon microscopy enables imaging depths of approximately 0.5 mm in scattering tissue. Third, OCT can be
performed with long working distance, low numerical aperture (NA) objectives. Because the OCT depth resolution depends on the coherence length of light and not the confocal parameter (depth of field), low NA lenses may be used without sacrificing depth resolution. This contrasts with two-photon microscopy, where high depth resolution and penetration depth in scattering tissue in vivo can be achieved only with high-NA water immersion objectives. The use of relatively low NA objectives allows imaging of large fields of view, enabling the synthesis of microscopic and macroscopic information. Fourth, since OCT can measure well-defined volumes using predominantly single scattered light, quantitative assessment of hemodynamic parameters such as blood vessel diameter and blood flow using Doppler algorithms (Chen et al., 1997; Izatt et al., 1997) are possible. Fifth, OCT is performed using intrinsic contrast alone, and does not require the use of dyes or extrinsic contrast agents. This capability is attractive for longitudinal studies where cumulative dye toxicity is a concern.

In this chapter, we describe Doppler OCT and OCT angiography methods for the study of cerebrovascular physiology. We describe OCT technologies and methodologies relevant to in vivo imaging of the brain and other organs; with a focus on understanding signal modelling and software algorithms. While the methods and algorithms we describe here are applied to brain imaging, similar techniques can be used to image and quantify vascular physiology in other organ systems.

2. Methods

2.1 OCT Technologies

In conventional “time-domain” OCT, a low coherence light source is used with a Michelson interferometer with a sample arm and a reference arm. The reference path length is varied in time to generate a profile of backscattering or backreflectance vs. depth (Huang et al., 1991), and light is detected with a single photodiode or pair of photodiodes. Since 2003, new Fourier domain OCT detection methods have enabled dramatic increases in sensitivity (Choma et al., 2003; de Boer et al., 2003; Leitgeb et al., 2003) compared to conventional OCT detection methods. These methods are called “Fourier domain” because they detect the interference spectrum and do not require mechanical scanning of the reference path length in time. Fourier domain OCT has two known embodiments. The first embodiment, “spectral / Fourier domain” OCT (Fercher et al., 1995), uses a broadband light source and a high-speed, high resolution spectrometer for detection. The second embodiment, “swept source / Fourier domain” OCT (Golubovic et al., 1997; Yun et al., 2003), uses a frequency tunable light source and a photodiode or pair of photodiodes for detection.

The Doppler OCT and OCT angiography techniques described in this chapter may be applied to any of the OCT embodiments, provided that phase-resolved axial scan information is available. Fourier domain OCT techniques naturally provide this information, if the full complex signal is retained after Fourier transformation. For all the data presented here, we use spectral / Fourier domain OCT (Fercher et al., 1995), which uses a broadband light source and spectrometer. The relative merits of spectral / Fourier domain OCT and swept source OCT for Doppler OCT have been discussed in the literature (Hendargo et al.).
2.2 Theory

The starting point for our discussion is the complex-valued OCT signal, as shown below.

\[ A(t) = |A(t)| \exp[j\theta(t)] \]  

(1)

The complex OCT signal is proportional to the electric field backscattered from scatterers in a voxel. In general, motion of scatterers is accompanied by both 1) Doppler phase shifts (caused by axial translation of a particle) and 2) decorrelation (typically caused by relative translation of a particle and the resolution voxel). Doppler phase shifts can be visualized as rotations of the electric field vector in the complex plane (Fig. 1A-B), while decorrelation can be visualized as random deviations of the electric field vector (Fig. 1C-D). Both Doppler OCT and OCT angiography can be understood from Fig. 1. Doppler OCT measures linear changes in the phase (\( \theta \)) over time, to infer velocity axial projections. By comparison, OCT angiography generates contrast for moving scatterers based on field deviations in the complex plane.
Fig. 2. (A) Visualization of the electric field in the complex plane under additive noise (SNR=(Ao/σ)^2=20) and Doppler shifting. The model in Eq. (5) was used, with a sampling rate of T=0.2 ms. The phase of the initial time point is set to zero, the amplitude is set to 1, and different time points are color-coded. (B) Magnitude and phase of the normalized autocorrelation function. (C) Rotation of the normalized autocorrelation function in the complex plane. Under additive noise, the distribution spread remains constant over time. For simplicity the effects of static scattering have been neglected (As=0 in Eq. (2)), and no decorrelation was assumed.

An additional concept required for the discussion of Doppler OCT and OCT angiography is the notion of a three-dimensional resolution voxel. The complex OCT signal (A) can be described as the superposition of a static scattering component (As), a dynamic scattering component (Ad), and additive noise (N) (Srinivasan et al., 2010; Yousefi et al., 2011) within a single voxel defined by the axial (z) and transverse (xy) resolutions, as shown below.

\[ A(t) = A_s + A_d(t) + N(t) \]
In OCT, the axial image resolution in tissue, $\Delta z$, is inversely proportional to the bandwidth of the light source used for imaging as shown below,

$$\Delta z = \frac{2\ln(2) \lambda_0^2}{n_{\text{group}} \Delta \lambda}$$  \hspace{1cm} (3)

where $\Delta \lambda$ is the full width half maximum (FWHM) of the light source, $n_{\text{group}}$ is the group refractive index in tissue, and $\lambda_0$ is the center wavelength of the light source. The transverse resolution is determined by the numerical aperture of focusing as shown below,

$$\Delta x = \Delta y = \frac{\sqrt{2\ln(2)\lambda_0}}{n\text{NA}}$$  \hspace{1cm} (4)

In the above expression, NA is the numerical aperture, as defined for Gaussian beams.

Doppler OCT estimates the angular frequency of the complex OCT signal, whereas angiography generates contrast for moving scatterers based on deviations in the complex OCT signal. In order to understand how these methods operate, it is instructive to develop and visualize simple stochastic models for the complex OCT signal.

The simplest model for the complex OCT signal, shown in Fig. 2, assumes a rotating complex electric field vector with a pure Doppler shift and additive, white noise. Under these conditions, the complex electric field can be represented by the following expression:

$$A(nT) = \exp(j2\pi f_{\text{Doppler}} nT) A_0 + N_n$$

where $N_n \sim \mathcal{N}(0, \sigma^2)$ and are i.i.d

In Eq. (5), $f_{\text{Doppler}}$ is the Doppler frequency shift, $n$ is a discrete index, and $T$ is the sampling interval. $A_0$ is a complex constant. The $N_n$ represent a random process. The $N_n$ are zero-mean, independent, and identically distributed complex Gaussian random variables with a variance of $\sigma^2$. The axial projection of velocity $v_z$ is related to the Doppler frequency shift $f_{\text{Doppler}}$ as follows:

$$v_z = f_{\text{Doppler}} \frac{\lambda_0}{2n_{\text{phase}}}$$  \hspace{1cm} (6)

where $n_{\text{phase}}$ is the phase refractive index in tissue and $\lambda_0$ is the center wavelength.

While the additive noise model is intuitive and simple, it is also important to realize that Eq. (5) represents an idealized situation. In reality, so-called "decorrelation noise" (Vakoc et al., 2009) is present. Decorrelation is caused by random deviations in the amplitude and phase from the average path of the electric field in the complex plane. Decorrelation can be caused by translation of the probe beam due to transverse scanning, or translation of scatterers due to blood flow. Decorrelation can also be caused by random amplitude and phase fluctuations from red blood cell orientation or shape changes. Decorrelation may additionally be caused by a random distribution of individual red blood cell velocities, or random deviations in the paths of individual red blood cells from uniform translation, which can be modelled as diffusion (Weitz et al., 1989). Decorrelation has a characteristic
Fig. 3. (A) Visualization of the electric field in the complex plane under both decorrelation and Doppler shifting. The model in Eq. (7) was used, with a sampling rate of $T=0.2$ ms. The phase of the initial time point is set to zero, the amplitude is set to 1, and different time points are color-coded. (B) Magnitude and phase of the normalized autocorrelation function. (C) Rotation of the normalized autocorrelation function in the complex plane. The distinguishing feature of decorrelation is an increase in the spread of the distribution with time. For simplicity the effects of static scattering and additive noise have been neglected ($A_s=0$ and $N=0$ in Eq. (2)).
time scale, known as the decorrelation time, after which the complex amplitude is randomized. In other words, the value of the complex OCT signal at any given time would have no predictive value after the decorrelation time has passed. Under conditions of decorrelation, the complex electric field can be represented by the following model, which represents a Gaussian random process:

\[ A[(m+n)T] = \alpha_n \exp(j2\pi f_{\text{Doppler}} n T)A[mT] + D_n \]

where \( D_n \sim N[0, \Sigma] \).

The model described in Eq. (7) accounts for both Doppler shifting and decorrelation, and is shown in Fig. 3. The elements of the covariance matrix \( \Sigma_{nn} \) can be derived by assuming wide sense stationarity.

\[ \Sigma_{nn} = \text{E}[D_m D_n^*] = \text{E}[|A|^2] \exp[j2\pi f_{\text{Doppler}} (m-n)T][\alpha_{m-n} - \alpha_m \alpha_n] \]  

In the above equations, \( \alpha_n \) is a real coefficient with a magnitude between 0 and 1, with \( \alpha_0 = 1 \). The autocorrelation function is given by

\[ R[nT] = \frac{E[A^*[mT]A[(m+n)T]]}{E[|A|^2]} = \alpha_n \exp(j2\pi f_{\text{Doppler}} n T) \]

Thus the width of \( \alpha_n \) determines the decorrelation time. The right side of Eq. (7) can be viewed as a sum of a deterministic component and a random component, where the first term, \( \alpha_n \exp(j2\pi f_{\text{Doppler}} n T)A[mT] \), represents the deterministic component, and the second term, \( D_n \), represents the random component. As \( n \) increases, \( \alpha_n \) decreases, and the random component dominates. Therefore, if \( nT \) is much larger than the decorrelation time, \( A[mT] \) yields no information about \( A[(m+n)T] \). Finally, we note that it is possible to model the effects of static scattering by insertion of a constant term in Eq. (5) or (7); however for simplicity we have not included the effects of static scattering here.

2.3 Motion correction

Bulk axial motion is the dominant motion artefact in Doppler OCT. In general, bulk motion causes both a phase shift (White et al., 2003) and an axial image shift (Swanson et al., 1993). For bulk motion on the order of a wavelength, which in turn is much smaller than the axial resolution, the dominant effect of motion is a phase shift. Either galvanometer jitter, thermal drift, or physiologic motion may cause phase shifts. A number of strategies for bulk motion correction have been proposed (Makita et al., 2006; White et al., 2003). Motion correction techniques ideally use a reference (non-vascular) tissue region that can be analyzed to determine the phase shift due to bulk motion. The simplest method to determine the bulk phase shift between two axial scans is to calculate their complex cross-correlation; however, this approach has the disadvantage that it does not account for Doppler shifts from flowing blood. More sophisticated methods use histogram techniques to estimate the bulk phase shift (Yang et al., 2002).
Fig. 4. Static scattering can lead to underestimation of Doppler frequency. (A-B) Visualization of the electric field vector in the complex plane for a pure Doppler shift with no static scattering and no additive noise ($A_s=0$ and $N=0$ in Eq. (2)). (C-D) Visualization of the electric field vector in the complex plane for a pure Doppler shift in the presence of static scattering ($A_s\neq0$ and $N=0$ in Eq. (2)).
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2.4 Isolation of dynamic scattering

Early in the development of high-speed Doppler OCT techniques, the detrimental effect of static scattering on the accuracy of Doppler velocity estimation was recognized. If standard Doppler estimation algorithms are applied in a region with both static and dynamic scattering, the velocity of the dynamic component will be underestimated due to the presence of the static scattering (Ren et al., 2006). This can be seen visually in Fig. 4. Therefore, it is necessary to correctly account for the effects of static scattering in any Doppler estimation procedure. Scattered power from a voxel can be represented as a linear superposition of static and dynamic scattering components (Srinivasan et al., 2010; Tao et al., 2008). In the frequency domain, the power spectrum contains a so-called "D.C." (Tao et al., 2008) or static (Srinivasan et al., 2010) component centered at zero frequency, and a Doppler shifted, broadened component corresponding to dynamic scattering (Srinivasan et al., 2010; Tao et al., 2008; R. K. Wang and An, 2009).

\[ P(\omega) = P_s(\omega) + P_d(\omega) \]  \hspace{1cm} (10)

Therefore, both the complex OCT signal (Eq. (2)) and the power spectrum (Eq. (10)) can be represented as a superposition of static and dynamic scattering components. If the optical beam is scanned across the tissue, the spectral width of the static scattering component is related to the scanning speed and the transverse resolution (Srinivasan et al., 2010). We will argue that the dynamic scattering component can be estimated by high-pass filtering. Similar filtering techniques can also be found in the ultrasound literature (Bjaerum et al., 2002). Mathematically,

Fig. 5. High-pass filtering is one method to separate static and dynamic scattering components. The static scattering or “D.C.” component of the power spectrum is shown in blue, while the dynamic scattering component of the power spectrum is shown in red.
In the above equation, \( h(nT) \) is the high-pass filter kernel, and * denotes a discrete convolution. Therefore, the power spectrum of the dynamic scattering component is approximately equal to the high-pass filtered power spectrum, as shown below,

\[
P_d(\omega) \approx P(\omega) |H(\omega)|^2
\]

Eq. (12) can also be understood intuitively from Fig. 5. After removal of static scattering, estimation algorithms can be applied to determine the Doppler frequency shift, as described below. We also note here that the high-pass filtering operation to remove static scattering, while simple and intuitive, is an ad hoc procedure and may result in biased velocity estimates (Srinivasan et al., 2010). Further work in the area of parametric estimation algorithms could directly account for static scattering in the velocity estimation procedure.

### 2.5 Doppler frequency estimation

A number of Doppler frequency and velocity estimation algorithms have been proposed. However, to date, a comprehensive comparative study on the properties of different estimators (such as bias and mean squared error) has not been performed. Two particular algorithms in widespread use, the Kasai autocorrelation method (Y. Zhao et al., 2000) and the joint spectral and time domain OCT (STdOCT) approach described by Szkulmowski et al. (Szkulmowski et al., 2008), will be discussed.

The Kasai autocorrelation method, as applied to phase-resolved Doppler OCT, first estimates the autocorrelation at a time lag of one sampling period.

\[
\hat{R}(T) = \sum_{n=0}^{N-1} A^*[nT]A[(n+1)T]
\]

A Kasai window can be defined, over which the estimation is performed. The Doppler frequency is estimated as the phase of the autocorrelation at a time lag of \( T \) divided by \( T \).

\[
f_{\text{Kasai}} = \frac{\angle \hat{R}(T)}{2\pi T}
\]

Recently, the technique of joint Spectral and Time domain OCT was proposed (Szkulmowski et al., 2008). In this technique, a series of axial scans are performed at approximately the same transverse position, yielding a time series. The frequency estimate is then chosen as the point in the power spectrum of the time series with the highest amplitude:

\[
f_{\text{STdOCT}} = \hat{\omega} = \frac{\hat{\omega}}{2\pi T}
\]
To compare these two methods, it is instructive to view the frequency domain equivalent of the Kasai method. In order to relate the Kasai autocorrelation method to the power spectrum, the autocorrelation estimate can be defined as follows.

$$\hat{R}(nT) = \sum A^*[mT]A[(m+n)T]$$  \hspace{1cm} (16)

By the Weiner-Khinchin theorem, the autocorrelation and power spectrum are related by a Fourier transformation. The autocorrelation estimate described in Eq. (16) can be thus be approximately related to a power spectrum estimate, shown below.

$$\hat{P}(\omega) \approx \sum_{n=-\infty}^{\infty} \hat{R}[nT]e^{-j\omega n}$$ \hspace{1cm} (17)

Therefore, the autocorrelation at a time lag of T can be approximately determined with an inverse discrete-time Fourier transformation as shown below.

$$\hat{R}(T) \approx \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{j\omega T} \hat{P}(\omega) \, d\omega$$ \hspace{1cm} (18)

Thus, the angle of the autocorrelation at a time lag of T can be loosely viewed as the weighted circular average of frequencies in the power spectrum, where each frequency $\omega$ is represented by a complex phasor $e^{j\omega}$ and weighted by the power spectrum estimate at that frequency. Hence the Kasai autocorrelation can be seen as performing a weighted circular average of digital frequencies in the power spectrum, and estimating the frequency using the argument of the result as shown in Eq. (14). By contrast, the joint STdOCT method chooses the frequency with maximum amplitude in the power spectrum for the estimate. The best velocity estimator for a given situation may depend on the noise characteristics, and the relative contributions of additive noise (Fig. 2) versus decorrelation noise (Fig. 3). We do not present a detailed characterization of the different estimators. Desirable characteristics of a good velocity estimator are “unbiasedness” and efficiency. However, to date a systematic study of velocity estimation algorithms in Doppler OCT has not been performed.

3. OCT Angiography

Angiography techniques aim to visualize the lumens of blood vessels. Red blood cells are the predominant cellular scattering component in blood. Therefore, blood vessels are typically visualized as highly scattering regions in standard OCT intensity images. However, smaller blood vessels such as capillaries may be obscured by surrounding highly scattering tissue. Therefore, in order to achieve high contrast angiograms, the contrast of red blood cells must be enhanced relative to that of surrounding tissue. OCT angiography techniques make use of the fact that red blood cell scattering is dynamic, exhibiting phase or amplitude fluctuations over time, while static tissue scattering is relatively constant over time.

Soon after the development of Doppler OCT in the mid to late 1990s, it was recognized that Doppler signals could be used to visualize vasculature (Yonghua Zhao et al., 2000), thus
forming an angiogram of vasculature within tissue. The development of Fourier domain OCT techniques opened the door to high-speed, high-resolution, and volumetric angiography. In 2006, Makita et al. developed techniques to perform Optical Coherence Angiography of the vasculature in the retina and choroid (Makita et al., 2006). Around the same time, moving-scatterer-sensitive OCT was developed to separate static and dynamic scattering in order to achieve more accurate Doppler velocity profiles (Ren et al., 2006). In 2007, Wang et al. further extended these techniques to perform Optical Angiography (OAG) through the intact cranium in anesthetized mice (R. K. Wang and Hurst, 2007; R. K. Wang et al., 2007).

Recent advances in imaging speeds and algorithms have led to high-resolution, large field-of-view imaging of vascular beds down to the capillary level (Srinivasan et al., 2010; Vakoc et al., 2009). A range of techniques are currently used for OCT angiography. Some techniques use the field magnitude (Mariampillai et al., 2010; Mariampillai et al., 2008), others techniques use the phase (Fingler et al., 2007; Vakoc et al., 2009), while other techniques use the complex field (An et al., 2010; Srinivasan et al., 2010; Tao et al., 2008; R. K. Wang et al., 2007), thus incorporating both magnitude and phase information.

Magnitude-based angiography techniques such as speckle variance methods, are based on \(|A|\) in Eq. (1). They are insensitive to bulk phase changes, and therefore do not require bulk motion phase correction. Phase-based angiography techniques such as phase variance methods are essentially based on \(\exp[j\theta]\) in Eq. (1). They require bulk phase motion correction. Complex-OCT signal based angiography techniques are based on \(A=|A|\exp[j\theta]\) in Eq. (1). They also require bulk phase motion correction. Complex angiography can be viewed as high-pass filtering the complex field, which is a superposition of static and dynamic components, as shown in Eq. (2). The goal of angiography is essentially to estimate the power in the dynamic scattering component. This can be accomplished with a high-pass filtering operation, as shown in Fig. 5 and in the expression below,

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} P(\omega) d\omega \approx \frac{1}{2\pi} \int_{-\pi}^{\pi} P(\omega) |H(\omega)|^2 d\omega
\]

High-pass filtering the OCT signal along the slow axis achieves better sensitivity than high-pass filtering along the fast axis, enabling visualization of capillary flow (An et al., 2010; Srinivasan et al., 2010).

Angiography techniques can be understood by visualizing the electric field vector in the complex plane. In general, it is possible to distinguish two types of behavior, which are, in general present to some degree in all voxels. Firstly, axial motion leads to a linear change in the phase of the electric field vector over time (Fig. 2). The rate of phase change, or angular frequency, is used in Doppler OCT to measure particle velocity. A second type of behavior, decorrelation, is characterized by randomization of the complex field over time (Fig. 3). For point particles, decorrelation is caused by motion of the particle through the three-dimensional voxel (defined by Eq. (3) and (4)). Additionally, decorrelation can be caused by a random distribution of axial velocities, leading to a spread (uncertainty) in the angle \(\theta\) over time. For red blood cells (biconcave disks with diameter of 6-8 microns and an aspect ratio of approximately 4), one would expect significant anisotropy in the scattering phase function. Therefore, decorrelation may be caused by red blood cell orientation changes as
Fig. 6. OCT angiography in the rat parietal cortex through a closed cranial window. At a transverse resolution of 7 microns, the entire 3 mm window is imaged (A). At a transverse resolution of 3.5 microns, detailed microvasculature is imaged over a smaller field of view (B). The red arrow in B shows a bright “stripe” pattern along the center axis of a vein, due to the shear-induced orientation of the flat face of the red blood cells perpendicular to the probe beam.

well. In general, angiography can visualize regions with either Doppler shifting or decorrelation, since both behaviours result in power being shifted to higher frequencies (Fig. 1).

4. Absolute blood flow measurements

Blood flow is a fundamental physiological parameter. Classical methods to quantify cerebral blood flow, pioneered by Kety and colleagues (Kety, 1951), introduce a foreign, chemically inert tracer that diffuses freely across the blood brain barrier. Similar concepts are used in MRI arterial spin labeling and PET radiotracer methods to quantify perfusion.

Traditional optical imaging methods such as laser speckle and laser Doppler imaging do not provide absolute blood flow measurements. Doppler OCT has the capability to perform absolute blood flow measurements based on Doppler shifted light backscattered from moving red blood cells. Phase-resolved Doppler OCT (Yonghua Zhao et al., 2000) has become the method of choice due to its high velocity sensitivity and compatibility with Fourier domain OCT techniques. In particular, one can imagine a hypothetical three-dimensional incompressible vector field $v(x,y,z)$, which gives the spatially-resolved velocity profile within vessels, and is zero outside vessels. Flow in a vessel can be interpreted as the flux of $v(x,y,z)$ through any surface bisecting the vessel. Ideally, Doppler OCT measures the axial or $z$-projection of this three-dimensional vector field, i.e. $v_z(x,y,z)$. Therefore, flow in any vessel can be obtained from the Doppler OCT data by calculating the velocity flux through the...
Fig. 7. Geometry for flow calculation using Doppler OCT. An ascending vessel with flow towards the incident probe beam is bisected by the *en face* plane. A red blood cell is shown, with a velocity vector given by $\mathbf{v}$, while the magnitude of the velocity axial ($z$) projection is given by $|v_z|$.

*en face* (also known as transverse or *xy*) plane using the following expression, (Srinivasan et al., 2010)

$$F = \iint_{ROI} v_z(x,y,z_0)dx\,dy$$  \hspace{1cm} (20)

The ROI for integration is chosen to encircle the cross-section of the vessel in a particular *en face* plane, as shown in Fig. 7. Thus, by judicious choice of the surface for integration perpendicular to the measured velocity component, explicit calculation of vessel angles (Y. Wang et al., 2007) is not required to determine flow. To understand why this simple procedure works, note that Eq. (20) can be rewritten as the product of the cross-sectional area in the *en face* plane and the mean velocity axial projection.
The cross-sectional area in the en face plane is given by

\[ A_{xy} = \int_{ROI} dxdy, \]  

and the mean velocity axial projection is given by

\[ \bar{v}_z = \frac{\int_{ROI} v_z(x, y, z_0) dxdy}{\int_{ROI} dxdy}. \]
negative and flow in arteries is positive. With increasing cortical depth, the ascending vein changes from a more transverse (A) to a more axial (C) orientation. As the vein becomes more axially oriented (more parallel to the probe beam), the cross-sectional area in the en face plane is reduced (Eq. (22)), while the magnitude of the mean velocity axial projection is increased (Eq. (23)). Due to the fact that transverse cross-sectional area and velocity axial projection change in opposing directions, flow (as computed in Eq. (21)) is conserved. Similar methods of flow calculation, that, for instance, use an angiogram to determine the cross-sectional area in the en face plane more accurately, are also possible. The concept of en face integration to determine flow could be applied to ultrasound as well.

Using this method of flow calculation, conservation at branch points and along non-branching segments has been demonstrated (Srinivasan et al., 2011). Furthermore, Doppler OCT flow values correlated with hydrogen clearance flow values when both were measured simultaneously across multiple subjects. The technique of en face integration has recently been adapted to measure total retinal blood flow (Baumann et al., 2011) and glomerular blood flow (Wierwille et al., 2011).

However, there are limitations to Doppler OCT blood flow measurements. First, flow measurements are accurate only in vessels with a well-defined flow profile. Flow values are most accurate in large arteries and veins, but flow calculations necessarily fail in capillaries where the red blood cells flow in a single file. Second, the RBC velocity axial projection profile (measured by Doppler OCT) may not reflect the true flow profile, as there is an "RBC-free" zone at the periphery of the vessel lumen. Third, the presence of static scattering and dynamic scattering within voxels at the edge of vessels must be addressed by filtering or fitting techniques. Fourth, vessels must be measured at locations where they generate a Doppler shift above the detection threshold. Therefore, Doppler methods would fail where a vessel is perpendicular to the probe beam, or where velocity axial projections are not sufficiently large. Fifth, Doppler OCT relies on scattering from red blood cells, and flow measurements would therefore be inaccurate under conditions of extremely low hematocrit. Nevertheless, Doppler OCT flowmetry is non-invasive and correlates with gold standard absolute flow values across subjects (Srinivasan et al., 2011). These features make Doppler OCT an attractive technique for non-invasive longitudinal, high resolution blood flow imaging.

5. Conclusion

In conclusion, Doppler OCT and OCT angiography are complementary tools to quantitatively study vascular physiology. OCT occupies an important niche between diffuse optical imaging methods and invasive microscopic techniques. A novel technique of absolute blood flow measurement with Doppler OCT, which does not require explicit calculation of vessel angles, was recently validated in the brain (Srinivasan et al., 2011) and shown to provide flow measurements within a reasonable physiological range. This technique was recently applied in the retina (Baumann et al.) and in the kidney glomeruli (Wierwille et al., 2011). These non-invasive optical imaging technologies promise to advance longitudinal imaging of blood flow in living organ systems for basic and translational research.
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