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1. Introduction

Powering biomedical devices is a major issue in the design of wearable and implantable electronics Chaimanonart et al. (2006); Chen et al. (2009); Kendir et al. (2004); Smith et al. (2002). Often, there is not space available for a battery that will last for the lifetime of the device, as batteries are limited both by total charge storage ability and number of recharge cycles Heller (2006). Replacement is often not an option, as the implant surgeries are both time consuming, require special expertise, and introduce the possibility of additional trauma to the patient. Percutaneous physical links Galbraith et al. (2007); Knutson et al. (2002) are prone to damage, because of the mismatch in material properties, scarring at the tissue interface Takura et al. (2006), and potential infections and skin irritation. In addition, these devices are difficult to keep sterile.

An alternative is inductive links, which are coupled coils forming an air core transformer Hamici et al. (1996); Li et al. (2005); Liu et al. (2000); Sauer et al. (2005); Sivaprakasam et al. (2005); Theogarajan & Wyatt (2006); Wang, Liu, Sivaprakasam, Weiland & Humayun (2005). As diagrammed in Fig. 1, an inductive link consists of two components of electronics. Those located externally or physically detached from the subjects are referred as primary side electronics, e.g., external battery, power transmitter, power control units, etc. Those located under the skin (implanted electronics) or along with the subjects (wearable electronics) are referred as secondary electronics, including resonant amplifier, rectifier, regulators, and power management units. Power-transmission efficiency and system miniaturization are major design specifications to evaluate a power link. Given application related constraints, these specifications are inherently correlated and a careful trade-off analysis is required to achieve an optimal performance.

This chapter is organized as follows. In Section 2, an introduction on power telemetry electronics is presented, followed by design analysis and simulation verifications. Section 3 focuses on inductor modeling, which correlates power efficiency with device size. Section 4 gives examples to quantify the achievable efficiency given design constraints.
2. Power telemetry electronics

2.1 Overview
The block diagram of an inductive power link is shown in Fig. 1 Kendir et al. (2005); Wang, Liu, Sivaprakasam & Kendir (2005). It consists of an external power supply, power amplifier, receiver resonant amplifier, inductive link and rectifier. The overall power load of secondary electronics are treated as a constant resistor for analysis.

Power efficiency of a telemetry link is defined as the ratio of the power consumed by load over the power derived from the battery. It is a most important parameter for performance evaluation. A second important parameter is the geometry size of the power receiver, where an inductor is the component of the largest footprint. In other words, a critical task in system miniaturization is to reduce the geometry size of the inductor used. In the rest of this section, modeling and analysis of individual circuit blocks are presented according to its relevance to power efficiency and device size.

![Block diagrams of a generic inductive power telemetry link.](image)

2.2 Power amplifier
There are different architectures available for building a power amplifier that converts a DC voltage to AC. Among the different designs, we choose Class-E power amplifier, because it achieves the highest power efficiency and suitable for implementation Kazimierczuk & Jozwik (2002); Sokal (2001). Compared with popular Class-D and Class-F amplifiers, it eliminates the power loss caused by shoot-through currents and achieves high impedance at harmonics Raab (2002).

As shown in Fig. 2, a class-E amplifier consists of two blocks: 1) a switching device and 2) an impedance network. The switch periodically turns on and off at the "zero-voltage" and "zero-current" point to avoid switching power losses. In practice this condition may not be 100% satisfied especially at a higher switching frequency, requiring careful tuning. The impedance network, on the other hand, is set up to attain resonance by minimizing the imaginary part of the impedance. The loading $R_{load}$ consists of two part: equivalent series...
resistance (ESR) of inductor $L_1$ and the reflected resistance due to inductive link which will be discussed in detail in Section 2.3.

Several assumptions of Class-E power amplifier are made to facilitate further analysis Krauss et al. (1980); Rogers et al. (2010).

1. $L_{ch}$ is large enough to ignore current ripples on $I_{ch}$.
2. Frequency harmonics are removed by the loop filter $L_1$ and $C_1$.
3. The variation in drain-to-source capacitor of the switch $S$ is negligible compared with $C_0$.
4. "Zero voltage" turn on and "zero current" turn off conditions are precisely satisfied.

For illustration, we further assume switch $S$ has a 50% duty cycle and is turned on at time $(2n + 1)\pi$. Under such conditions, closed-loop form expressions can be obtained.

The upper traces in Fig. 3 depict four crucial waveforms of Class E amplifier: the straight line $I_{ch}$ is the DC current across $L_{ch}$. $i_1$ represents the current in the resonant tank and is expressed as $i_1 = I_1\sin(\omega t + \phi)$. The solid curve, $i_s$, and dotted curve, $i_{C_0}$ are the currents flowing through the switch $S$ and capacitor $C_0$, respectively. Note that $i_s$ and $i_{C_0}$ together make up a complete sinusoidal wave. The lower half of Fig. 3 gives the switch control signal $V_g$ and drain to source voltage $v_{C_0}$. $V_g$ forces the amplifier swapping between two alternative states: when $S$ is on, $i_s$ flows across the switch that shorts $C_0$; when $S$ is off, $i_{C_0}$ charges up the $C_0$. The current flowing through $C_0$ is

$$i_{C_0}(t) = \begin{cases} I_{ch} - I_1 \sin(\omega t + \phi), & 0 < \omega t < \pi \\ 0, & \pi < \omega t < 2\pi \end{cases}$$

When the amplifier reaches its steady state, the voltage across $C_0$ is

$$v_{C_0}(t) = \frac{1}{C_0} \int i_{C_0}(t)dt = \begin{cases} \frac{1}{\omega C_0} \left( I_{ch} + I_1 \cos(\omega t + \phi) - I_1 \cos \phi \right), & 0 < \omega t < \pi \\ 0, & \pi < \omega t < 2\pi \end{cases}$$
Fig. 3. Class E amplifier waveform when switch S has a 50% duty cycle and is turned on at time \((2n + 1)\pi\)

As reinforced conditions to further reduce switching power loss, Zero Differential Voltage Switching (ZDVS) and Zero Voltage Switching (ZVS) are added in designs Raab (1977).

\[
dv_{C_0}(t) \bigg|_{t=\frac{T}{2}} = 0, \quad v_{C_0}(t) \bigg|_{t=\frac{T}{2}} = 0. \tag{3}
\]

Equation 1 to 3 serve as key equations which prescribe a set of constraints for Class-E amplifier.

- Given the duty cycle, the relationship between the choke current \((I_{ch})\) and oscillation current across the inductor \((i_1)\) is decided and can be numerically calculated by adding the turn on and turn off conditions. For example, when the duty cycle is 50%, \(\phi \approx -32.5^\circ\), \(I_1/I_{ch} = a = \sqrt{\frac{\pi^2}{4} + 1}\), the equivalent input DC impedance is \(R_{in,dc} = \left(\frac{\pi^2}{8} + \frac{1}{2}\right)R_{load}\).
- The peak voltage across the switch \((V_{peak})\) appears when \(dv_{C_0}(t)/dt = 0\) where \(V_{peak} \approx -2\pi\phi V_{ch}\). The switch is required to be able to tolerate drain-to-source voltage drop several times higher than supply voltage;
- Once amplifier reaches a steady state, the averaged voltage across the switch is \(V_{ch}\), making the choice of \(C_0\) sensitive to the duty cycle and tank load. The larger the turn off duty cycle...
or tank load, the smaller $C_0$ should be and the more sensitive to parasitic capacitance. As a first order estimation, when duty cycle is 50%, $C_0 = 2/\omega R_{\text{Load}}a^2 \pi = 2Q_{\text{system}}/\omega^2 a^2 \pi L$.

- The resonant tank is desired to have the peaked system $Q$ at the operating frequency typically in sub-MHz or MHz range. If lower the frequency too much, the resonant tank becomes inefficient due to reduced inductor $Q$ and large components values. If increase the frequency to GHz, the switching power loss and frequency related effects (detailed in Section 3), would significantly degenerate the power efficiency.

![Diagram](image-url)

**Fig. 4.** Inductive power link schematic and its equivalent circuit
2.3 Inductive link

Power efficiency is one of the major specifications for evaluating the performance of an inductive link Atluri & Ghovanloo (2005); Harrison (2007); Zierhofer & Hochmair (2002). In this section, emphasis is made to derive a set of analytic formulas to quantify a power telemetry efficiency, followed by discussions on performance optimization.

Fig. 4(a) illustrates a generic inductive power link, where \( R_1 \) and \( R_2 \) are ESR of inductor \( L_1 \) and \( L_2 \). \( R_{out,ac} \) represents equivalent AC load resistance, which is half of its DC counterpart Ko et al. (1977). An equivalent model is shown in Fig. 4(b) Baker & Sarapeshkar (2007), where \( K \) is the coupling coefficient between \( L_1 \) and \( L_2 \), and \( M = K \sqrt{L_1 L_2} \) is the mutual inductance. As the reflected impedance from the receiver and transmitter, \( Z_t \) and \( Z_r \) are

\[
\begin{align*}
Z_t &= \frac{v_t}{i_t} = \frac{\omega^2 M^2}{Z_2} \\
Z_r &= \frac{v_r}{i_t} = j\omega M \frac{i_t}{i_t} \\
Z_1 &= R_1 + j\omega L_1 + \frac{1}{j\omega C_1} \\
Z_2 &= R_2 + j\omega L_2 + \frac{1}{j\omega C_2} \parallel R_{out,ac}
\end{align*}
\]

(4)

where \( Z_1 \) and \( Z_2 \) are the impedance network shown in Fig. 4(a).

The transmitter efficiency (defined as the ratio of power consumed by the secondary electronics over the total power drained from a battery) and the receiver efficiency (defined as the ratio of power consumed by the load \( R_{out,ac} \) over the total power consumed at the receiver side) are

\[
\begin{align*}
\eta_1 &= \left| \frac{Z_t}{Z_1 + Z_t} \right| \leq \frac{K^2 Q_1 Q_2 R_{out,ac}}{K^2 Q_1 Q_2 R_{out,ac} + Q_2^2 R_2 + R_{out,ac}} \\
\eta_2 &= \left| 1 - \frac{R_2}{Z_2} \right| \leq \frac{Q_2^2 R_2}{Q_2^2 R_2 + R_{out,ac}}
\end{align*}
\]

(5)

where \( \eta_{1,2} \) reach its maximum if \( Z_{1,2} \) has only real part left; \( Q_1 \) and \( Q_2 \) are quality factors of external and internal coils, respectively.

The total efficiency is product of \( \eta_1 \) and \( \eta_2 \)

\[
\eta_{link} = \eta_1 \ast \eta_2 \leq \frac{K^2 Q_1 Q_2^3 R_2 R_{out,ac}}{(K^2 Q_1 Q_2^2 R_2 R_{out,ac} + K^2 Q_1 Q_2 R_{out,ac}^2 + Q_2^4 R_2^2 + 2 Q_2^2 R_2 R_{out,ac} + R_{out,ac}^2)}
\]

(6)

where \( \eta_{link} \) reaches its maximum if both \( \eta_1 \) and \( \eta_2 \) reach their maximums at the carrier frequency. In other words, the values of \( L_1, L_2, C_1 \) and \( C_2 \) must be carefully chosen to ensure that both \( Z_1 \) and \( Z_2 \) have only real part at the carrier frequency. In practice, load variation and mismatch of circuit parameters may degenerate the resonance, thus \( \eta_{link} \) in Eq. 6 is actually an efficiency upper bound.
Fig. 5. Power efficiency with different coil quality factor

Note that the power efficiency is a monotonic function of $X$, lower X leads to higher efficiency. A conclusion we drawn from Eq. 6 is that the maximal achievable power efficiency is positively correlated with $Q$ and coupling coefficient of the coils. It suggests that coils are the most important components for performance optimization. In section 2.4, both prediction based on Eq. 6 and circuit simulation results are given to sketch the function of power efficiency vs. different parameters, confirming above conclusion.

2.4 Simulation verifications
To quantitatively explore power efficiency and its sensitivity to different parameters, numeric simulations are performed and summarized in this section. A first set of simulations are designed to evaluate power efficiency as a function of $Q$. The external coil quality factor $Q_1$ is swept from 25 to 400 and internal coil quality factor $Q_2$ is swept from 10 to 160. The coupling coefficient $K$ is set as 0.1 and both internal coil and external coil have 20uH inductance. Table 1 gives power efficiency under different combinations of $Q_1$ and $Q_2$, where a positive correlation between power efficiency and $Q$ is observed. The simulation results are

<table>
<thead>
<tr>
<th>$Q_1$</th>
<th>$Q_2 = 10$</th>
<th>$Q_2 = 20$</th>
<th>$Q_2 = 40$</th>
<th>$Q_2 = 80$</th>
<th>$Q_2 = 160$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.24553</td>
<td>0.30505</td>
<td>0.31602</td>
<td>0.36770</td>
<td>0.37608</td>
</tr>
<tr>
<td>50</td>
<td>0.36763</td>
<td>0.44904</td>
<td>0.50174</td>
<td>0.52742</td>
<td>0.54013</td>
</tr>
<tr>
<td>100</td>
<td>0.46992</td>
<td>0.56561</td>
<td>0.61463</td>
<td>0.64740</td>
<td>0.66343</td>
</tr>
<tr>
<td>200</td>
<td>0.56127</td>
<td>0.63658</td>
<td>0.68944</td>
<td>0.73677</td>
<td>0.75357</td>
</tr>
<tr>
<td>300</td>
<td>0.64103</td>
<td>0.70081</td>
<td>0.73770</td>
<td>0.77357</td>
<td>0.79913</td>
</tr>
<tr>
<td>400</td>
<td>0.65824</td>
<td>0.72009</td>
<td>0.76860</td>
<td>0.79026</td>
<td>0.81193</td>
</tr>
</tbody>
</table>

Table 1. Power efficiency with different coil quality factor
A second set of simulations is designed to evaluate power efficiency as a function of coupling coefficient $K$. $K$ is swept from 0.01 to 0.2 under four combinations of $Q_1$, $Q_2$. The results in Table 2 show that higher coupling coefficient leads to higher power efficiency. In Fig. 6, schematic circuit simulation results are plotted in comparison with the analytical predicted results by Eq. 6, showing a close match. In practice, coupling coefficient is determined by coil separation and coil size, which are fixed parameters in many applications. Consequently, improving the $Q$ factor of coils is a more practical approach to improve efficiency as shown in Section 3.

<table>
<thead>
<tr>
<th>$K$</th>
<th>$Q_1 = 25, Q_2 = 10$</th>
<th>$Q_1 = 25, Q_2 = 160$</th>
<th>$Q_1 = 400, Q_2 = 10$</th>
<th>$Q_1 = 400, Q_2 = 160$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.0029</td>
<td>0.0074</td>
<td>0.0417</td>
<td>0.0721</td>
</tr>
<tr>
<td>0.04</td>
<td>0.0522</td>
<td>0.0794</td>
<td>0.3844</td>
<td>0.5110</td>
</tr>
<tr>
<td>0.07</td>
<td>0.1553</td>
<td>0.2102</td>
<td>0.5878</td>
<td>0.7463</td>
</tr>
<tr>
<td>0.10</td>
<td>0.2455</td>
<td>0.3261</td>
<td>0.6582</td>
<td>0.8119</td>
</tr>
<tr>
<td>0.13</td>
<td>0.3443</td>
<td>0.4394</td>
<td>0.6984</td>
<td>0.8440</td>
</tr>
<tr>
<td>0.16</td>
<td>0.3937</td>
<td>0.5131</td>
<td>0.7184</td>
<td>0.8644</td>
</tr>
<tr>
<td>0.20</td>
<td>0.4601</td>
<td>0.5932</td>
<td>0.7296</td>
<td>0.8901</td>
</tr>
</tbody>
</table>

Table 2. Power efficiency with different coupling coefficient

Fig. 6. Power efficiency with different coupling coefficient $K$
3. Inductor modeling

When coil operates at low frequency, its $Q$ factor is defined as $Q = \frac{\omega L}{R}$, where $\omega$ is frequency, $L$ is inductance, and $R$ is series resistance. As frequency increases, frequency-related effects including skin effect, proximity effect (Berleze & Robert, 2003; Chen et al., 1993; Dwight, 1945; Egiziano & Vitelli, 2004; Lotfi et al., 1992; Murgatroyd, 1989; Ravazzani et al., 2002) and self-resonance (Massarini & Kazimierzczuk, 1997) modify both $L$ and $R$, dramatically degenerating the $Q$ factor. A formula predicting the $Q$ factor is

$$Q(f) = \frac{2\pi f L}{R} \left[ \frac{1 - f^2/f_{\text{self}}^2}{1 + f^2/f_h^2} \right],$$

where $f_h$ is a parameter to quantify the impact from proximity effect (skin effect) and $f_{\text{self}}$ is coil’s self-resonant frequency. $f_h$ and $f_{\text{self}}$ are expressed by geometry and physical parameters, briefly

$$f_h \propto \frac{1}{r_s^2 \sigma \sqrt{N_t N_s}}, \quad f_{\text{self}} \propto \frac{1}{\sqrt{a N_t} \sum C_{p,k}(k - p)^2},$$

where $r_s, r_t$, and $a$ are the radius of a strand, a turn, and the coil loop (Usually litz winding is used, where one turn contains multiple strands; otherwise, $r_s = r_t$). $N_s$ and $N_t$ are the number of strands per turn and the number of turns of the coil winding. $\sigma$ is the metal conductivity, $C_{p,k}$ is the parasitic capacitance between turn $p$ and turn $k$.

For any given coil, there is an optimal frequency $f_{\text{peak}}$ that has the maximal $Q$. To maximize the power efficiency, $f_{\text{peak}}$s of the coil pair should be designed in accordance with the power carrier frequency. Based on Eq. 7, an analytical form of $f_{\text{peak}}$ is

$$\frac{1}{f_{\text{peak}}^2} \approx \frac{1}{f_h^2} + \frac{3}{f_{\text{self}}^2}.$$

Equation 9 represents a key design equation and a closed form analytical solution for $f_{\text{peak}}$. With this single equation of merit, the maximum $Q$, as well as the maximum efficiency of the telemetry system, can be determined. By changing the design parameters, one may tune $f_{\text{peak}}$ close to the target frequency and maximize the power efficiency of the telemetry.

This section is a simplified introduction on inductor modeling basically according to the reference Yang et al. (2007) which has more detailed formula derivations.

3.1 Equivalent AC resistance

In the case that the radius of the cylindrical conductor is smaller or comparable to the skin depth, a first order approximation of Bessel functions allows the calculation of the AC resistance (Ferreira, 1992; Carter, 1967)

$$R_{SK} = R_{DC}[1 + 0.021(r_s/\delta)^4],$$

where $r_s$ is the radius of an individual strand, $R_{DC}$ is the DC resistance, and $\delta$ is the skin depth $\delta = \sqrt{\frac{2}{\mu_0 \sigma \omega}}$. $\mu_0$ and $\sigma$ are the permeability and conductivity of the conductor, respectively. According to Ferreira (1994), the power dissipation from proximity effect in a single strand can be approximated as

$$P_{PRO} = \frac{\pi^3 r_s^4 \mu_0^2 \sigma^2 f^2}{2} H_{\text{peak}}^2.$$
where $H_{\text{peak}}$ is the peak $H$ field through one strand. By summarizing $P_{\text{PRO}}$ over all strands, the power dissipation of the coil’s winding from proximity effect is

$$P_{\text{PRO,wind}} = \frac{\pi^2 r_s^2 N_i^2 N_t^2 f^2}{8 A_{\text{winding}}} \eta (b/t),$$

(12)

where $A_{\text{winding}}$ is the area of the cross section and $\eta$ is a parameter defined to characterize a coil’s geometry properties. Numeric values of $\eta$ for different coils are shown in Figure 7.

![Fig. 7. Numeric values of $\eta$ for coils with different cross sections. $b$ and $t$ are the coil’s width and thickness.](image)

Using Eq. 10 and Eq. 12, the AC resistance of a coil is derived as

$$R_{\text{AC}} = R_{\text{DC}} \frac{P_{\text{SK,wind}} + P_{\text{PRO,wind}}}{P_{\text{DC,wind}}} = R_{\text{DC}} (1 + \frac{f^2}{f_h^2}),$$

(13)

where $f_h$ is the frequency at which the AC power dissipation is twice the DC power dissipation and expressed as

$$f_h = \frac{2\sqrt{2}}{\pi r_s^2 \mu_0 \sigma \sqrt{N_i N_t \eta \beta}}.$$

(14)

### 3.2 Coil self-resonant frequency

The equivalent distributive network of a coil at high frequency is shown in Figure 8.

![Fig. 8. Distributive equivalent model of a coil. $I_L$ represents the current going through the inductive branch $L_i$, $R_i$ is the equivalent ESR of the inductive branch $L_i$, $I_{C_{pk}}$ denotes the mesh current through the parasitic capacitance $C_{pk}$, $I_e$ is the external driving current, and $M_{p,k}$ is the mutual inductance between turn $p$ and turn $k$.](image)
As illustrated in Figure 8, a coil is modeled as a distributive RCL network. Given that the voltage difference between two strands in the same turn is very small compared with the voltage difference between turns, the parasitic capacitance between strands in the same turn can be ignored. Each turn is then modeled as one node with unit inductance and AC resistance. Both inductive and capacitive couplings between turns \((p \text{ and } k)\) are modeled as mutual inductance \(M_{p,k}\) and parasitic capacitance \(C_{p,k}\). The analytical expression of the self-inductance of one turn is calculated as Sadiku (1994)

\[
L_i = 0.5\mu_0 D_i \ln(D_i/OD),
\]  

(15)

where \(D_i\) is the diameter of the conductor loop and \(OD\) is the diameter of a single turn. Under the assumption that \(OD\) is negligible compared with the diameters of the conductor loops, mutual inductance \(M_{p,k}\) can be calculated by Neumann formula

\[
M_{p,k} = \mu_0 \int (\cos \theta/d)ds ds',
\]  

(16)

where \(\theta\) is the angle of inclination between the two loop elements \(ds\) and \(ds'\), \(l\) is the radius vector between them, and the integration is to be taken over the contours of the two loops. \(R_i\) is used to model the series resistance of one turn and can be calculated using Eq. 13

\[
R_i = \frac{R_{DC}}{N_i} \left(1 + \frac{f^2}{f_i^2}\right).
\]  

(17)

At a coil’s self-resonance, the external driving current \(I_e\) reaches its minimum. The corresponding frequency (self-resonant frequency) can be found by solving the network as shown in Fig. 8. To obtain a convenient expression of the currents at different branches, the Mesh theorem is used Dorf (1993). Since the number of independent meshes is equal to the number of parasitic capacitors plus one, which comes from the external driving circuit, we construct the mesh currents based on individual parasitic capacitor.

Denoting the mesh current from node \(p\) to node \(k\) as \(I_{C_{p,k}}\), and the external driving current as \(I_e\), \(I_{Li}\) is defined as the sum of mesh currents and external driving current

\[
I_{Li} = I_e - \sum_{p \leq i, k \geq i+1} I_{C_{p,k}}.
\]  

(18)

Through the inductive branches, we obtain the voltage difference between node \(p\) and node \(k\) as

\[
V_{p,k} = \sum_{p \leq i < k} \omega L_i I_{Li} + \sum_{p \leq i < k, j \neq i} \omega M_{j,i} I_{Lj} + \sum_{p \leq i < k} I_{Li} R_{Li},
\]  

(19)

where \(L_i\) is the unit inductance of turn \(i\), \(M_{j,i}\) the mutual inductance between turn \(j\) and turn \(i\), and \(R_i\) the resistance of turn \(i\), as shown in Fig. 8.

Given that a coil’s cross section is much smaller than the area of the conductor loop \((b \ll D_{out}, t \ll D_{out})\), the coupling coefficient between two turns is close to 1. Therefore, Eq. 19 is simplified by assuming that the flux \(\Phi_{unit}\) going through any individual turn is the same. Flux \(\Phi_{unit}\) can be defined as

\[
\Phi_{unit} = \sum_{i=1}^{N_i} L_i I_{Li} = I_e \sum_{i=1}^{N_i} L_i - \sum_{i=1}^{N_i} L_i \sum_{p \leq i, k \geq i+1} I_{C_{p,k}}
\]

\[
\approx N_i I_e L_i - L_i \sum_{p < k} I_{C_{p,k}} (k - p),
\]  

(20)
where \( N_t \) is the number of turns. As a result, the voltage difference between node \( p \) and node \( k \) becomes

\[
V_{p,k} = \omega(k-p)\Phi_{unit} \angle 90^\circ + R_i \sum_{p \leq i < k} i_{L_i}.
\]

(21)

Alternatively, the voltage difference can be computed through the capacitive branches as

\[
V_{p,k} = \frac{I_{C_{p,k}} \angle -90^\circ}{\omega C_{p,k}}.
\]

(22)

where \( C_{p,k} \) is the parasitic capacitance between turn \( p \) and turn \( k \). Equation 21 and 22 are combined to give the following expression for the mesh current \( I_{C_{p,k}} \) as

\[
I_{C_{p,k}} = -\omega^2 C_{p,k}(k-p)\Phi_{unit} + \omega R_i C_{p,k} \angle 90^\circ \sum_{p \leq i < k} i_{L_i}.
\]

(23)

To obtain a direct relationship between external driving current \( I_e \) and frequency, using the sum of \((k-p)I_{C_{p,k}}\), the resulting equation is

\[
\sum_{p < k} (k-p)I_{C_{p,k}} = -\omega^2 \Phi_{unit} \sum_{p < k} C_{p,k}(k-p)^2 + \omega R_i \angle 90^\circ \sum_{p < k} C_{p,k}(k-p) \sum_{p \leq i < k} i_{L_i}.
\]

(24)

Substituting 20 into 24 yields

\[
\frac{1}{1-\alpha} = \omega^2 L_i \sum_{p < k} C_{p,k}(k-p)^2 - \omega R_i \angle 90^\circ \sum_{p < k} C_{p,k}(k-p),
\]

(25)

where

\[
\alpha = \frac{N_t I_e}{\sum_{p < k} I_{C_{p,k}}(k-p)}.
\]

(26)

The solution to Eq. 25 is

\[
\omega_{self} = \frac{A \pm B}{G},
\]

(27)

where

\[
A = R_i \angle 90^\circ \sum_{p < k} C_{p,k}(k-p)
\]

\[
B = \sqrt{\frac{1}{1-\alpha} 4L_i \sum_{p < k} C_{p,k}(k-p)^2 - R_i^2 [\sum_{p < k} C_{p,k}(k-p)]^2}
\]

\[
G = 2L_i \sum_{p < k} C_{p,k}(k-p)^2.
\]

To provide a simplified formula to predict the self-resonant frequency, additional approximations are made (a) \( \alpha \approx 0; \) (b) \( 4L_i \sum_{p < k} C_{p,k}(k-p)^2 \gg R_i^2 [\sum_{p < k} C_{p,k}(k-p)]^2 \). Consequently, the self-resonant frequency \( f_{self} \) can be calculated as Bartoli et al. (1996)

\[
f_{self} = \frac{1}{2\pi \sqrt{L C_{self}}},
\]

(28)

where

\[
L = N_t^2 L_i, C_{self} = \sum_{p < k} C_{p,k}(k-p)^2 / N_t^2.
\]

(29)
3.3 Quality factor

Using lumped circuit model suggested by Eq. 28 and 29, the equivalent impedance of a coil considering $C_{self}$ is

$$Z_e = (j\omega L + R_{AC}) \| \frac{1}{j\omega C_{self}} = \frac{R_{AC} + j\omega L}{(1 - \omega^2 LC_{self}) + j\omega R_{AC} C_{self}}.$$ (30)

The $Q$ of a coil with impedance given in Eq. 30 is

$$Q(f) \approx 2\pi fL\left(1 - \frac{f^2}{f_{self}^2}\right)/R_{DC}(1 + \frac{f^2}{f_{h}^2}),$$ (31)

where $f_{h} = 2\sqrt{2}/(\pi r_2^2 \mu_0 \sigma \sqrt{\eta \beta N_t N_s})$, $f_{self}^{-1} = 2\pi \sqrt{LC_{self}}$ and $R_{DC} = N_t(D_{out} + D_{in})/2 \sigma \pi r_2^2 N_s$, as defined previously.

A typical curve to characterize the $Q$ of a coil is shown in Figure 9. $f_{peak}$ represents the frequency at which a coil has the maximum $Q$, denoted as $Q_{peak}$. For telemetries, the power transfer efficiency and the heat dissipation are the primary concerns, therefore it is desirable to have the coil operating near $f_{peak}$.

Taking the derivative of the $Q$ and setting it to zero allows the derivation of $f_{peak}$. $f_{peak}$ is approximately given as

$$f_{peak}^2 \approx \frac{f_{h}^2 f_{self}^2}{3}.$$ (32)

Equation 32 represents a key design equation, and a closed form analytical solution for $f_{peak}$.

With this single equation of merit, the bandwidth(BW) and the maximum $Q$, and as well as the maximum efficiency of the telemetry system, can be determined. By changing the design parameters, one may tune $f_{peak}$ close to the target frequency and maximize the power efficiency of the telemetry.
3.4 Turn-to-turn parasitic capacitance

The cross section of a multiple-layer coil is shown in Figure 10, where $C_m$ denotes the parasitic capacitance between turns in different layers, $C_b$ the parasitic capacitance between turns in the same layer, and $\theta_i$ ($i = 1, 2, 3$) is the effective angle between two turns. As illustrated in Figure 10(b), the turn-to-turn parasitic capacitance is a combination of parasitic capacitances through the insulation layer and the nonconductive gap.

The parasitic capacitance contributed by the dielectric insulating layer per unit angle is Massarini et al. (1996)

$$C_{\text{insulate}} = \frac{\varepsilon_0 \varepsilon_r \pi D_i}{\ln \frac{r_0}{r_0 - \varsigma}}, \quad (33)$$

where $\varsigma$ is the thickness of the insulation layer, $r_0$ the radius of a single turn and $D_i$ the average diameter of the conductor loop.

Assuming the dielectric constant of the gap is $\varepsilon_0$, the parasitic capacitance contributed by the gap per unit angle is approximately computed by

$$C_{\text{gap}} = \frac{\varepsilon_0 \pi D_i}{2(1 - \cos \theta) + \frac{h}{r_0}}, \quad (34)$$

where $h$ is the separation between two turns.

As a result, the total parasitic capacitance per unit angle is approximated as

$$C_t = \frac{0.5C_{\text{gap}}C_{\text{insulate}}}{C_{\text{gap}} + 0.5C_{\text{insulate}}}, \quad (35)$$

Under the condition that $\varsigma \ll r_0$, the parasitic capacitance between two turns is

$$C_{p,k} = \varepsilon_0 \varepsilon_r \int_{0}^{\theta_e/2} \frac{\pi D_i r_0}{\varsigma + \varepsilon_r r_0 (1 - \cos \theta) + 0.5 \varepsilon_r h} d\theta, \quad (36)$$

where $\theta_e$ is the effective angle between turn $p$ and turn $k$.

As a first order approximation, assume that each turn except those on the perimeter of a coil is surrounded by four turns and $\theta_1 = \theta_2 = \theta_3 = 90^\circ$. 

---

**Fig. 10.** Turn-to-turn parasitic capacitance. (a) Illustration of the parasitic capacitance in a coil winding. (b) Equivalent model to calculate the turn-to-turn parasitic capacitance.
Fig. 11. Coils’ cross sections. (a) Coil "I", tightly wound litz coil. (b) Coil "II", loosely wound litz coil with separation between layers.

4. Design examples

In this section, examples to illustrate the tradeoff between coil design parameters, $f_{\text{peak}}$ and the $Q$ are presented. Since the outer diameter, thickness, and inductance of a coil are typically specified for biomedical applications, design parameters available for optimization are the inner diameter, winding sequence, the number of strands per turn, and the diameter of an individual strand.

4.1 Inner diameter

When the target frequency is a few MHz or higher, a major design concern is the self-resonant frequency. To increase the self-resonant frequency of a coil and thus $f_{\text{peak}}$, an effective and practical method is to reduce a coil’s inner diameter and increase the separation between layers, as shown in Fig. 11.

According to Eq. 29, a general expression for the total parasitic capacitance for both coil I and "II", as illustrated in Fig. 11, is

$$C_{\text{self}} = \frac{1}{N^2} [C_b (l - 1) m + C_m \sum_{i=1}^{l} (2i - 1)^2 (m - 1)],$$

(37)

where $C_b$ is the parasitic capacitance between two nearby turns in the same layer and $C_m$ the parasitic capacitance between different layers, as shown in Figure 10.

For a tightly wound coil, e.g., coil "I", the parasitic capacitance between two nearby turns other is

$$C_b = C_m = \varepsilon_0 \varepsilon_r \int_0^{\frac{\pi}{4}} \frac{\pi D_t r_0}{\varepsilon + \varepsilon_r r_0 (1 - \cos \theta)} \, d\theta$$

(38)

For coils with spacing between layers, e.g., coil “II”, the parasitic capacitance is

$$\left\{ \begin{array}{l}
C_b = \varepsilon_0 \varepsilon_r \int_0^{\frac{\pi}{4}} \frac{\pi D_t r_0}{\varepsilon + \varepsilon_r r_0 (1 - \cos \theta)} \, d\theta \\
C_m = \varepsilon_0 \varepsilon_r \int_0^{\frac{\pi}{4}} \frac{\pi D_t r_0}{\varepsilon + \varepsilon_r r_0 (1 - \cos \theta) + 0.5 \varepsilon_r h} \, d\theta,
\end{array} \right.$$  

(39)

where $h$ is the separation between two layers.
Table 3. Parasitic capacitance, self-resonant frequency of coil 'I' and 'II'.

<table>
<thead>
<tr>
<th>Coil</th>
<th>$D_{in}$</th>
<th>$C_b$</th>
<th>$C_m$</th>
<th>$L$</th>
<th>$C_{self}$</th>
<th>$f_{self}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I, $h = 0$</td>
<td>2.76cm</td>
<td>15pF</td>
<td>15pF</td>
<td>85uH</td>
<td>17pF</td>
<td>4.1MHz</td>
</tr>
<tr>
<td>II, $h = r_0$</td>
<td>2.66cm</td>
<td>15pF</td>
<td>1.0pF</td>
<td>77uH</td>
<td>1.5pF</td>
<td>15MHz</td>
</tr>
</tbody>
</table>

Table 3. Parasitic capacitance, self-resonant frequency of coil 'I' and 'II'.

Coil Specifications: $D_{out} = 3cm, OD = 200um, h = 100u, \zeta = 3um, \varepsilon_r = 3$.

![Graph](image_url)

Fig. 12. $Q$ vs Frequency curves of coil 'I' and 'II'.

Using proposed formulae, the total parasitic capacitance and the self-resonant frequency can be calculated directly. An example of the result is shown in Table 3.

As shown in Table 3, Coil 'I' and 'II' have similar geometry parameters, inductances, and DC resistances. The only difference between them is that coil 'II' has an additional air gap between two layers. In practical coil design, such a gap can be achieved by increasing the bundle level insulation coating. The values in the last column of Table II demonstrate that coils with spacing between layers (e.g., Coil 'II') have a much higher self-resonant frequency than tightly wound coils (e.g., Coil 'I'). As a result of layer to layer spacing, the inner diameter of coil 'II' is reduced to 2.66cm, while the inner diameter of coil 'I' is 2.76cm. The $Q$ vs Frequency curves for both coil 'I' and 'II' are shown in Fig. 12, assuming AWG44, 7 strand litz wire ($OD = 200 \, \mu m$) is used to wind the coils.

As Fig. 12 illustrates, at low frequencies, the $Q$ for both coil 'I' and 'II' are similar. This is because the frequency of operation is well below the self-resonant frequency and the AC power dissipation is close to the DC power dissipation. At higher frequencies, coil 'II' has a higher $Q$ than coil 'I', mainly due to lower parasitic capacitance.

### 4.2 Winding sequence

The winding sequence of the turns of a coil also affects the total parasitic capacitance and the self-resonant frequency. Two coils with the same geometry parameters but different winding sequences are shown in Fig. 13.

In Fig. 13, the numbers in the wire cross section indicate the winding sequence. The total parasitic capacitance for coil 'III', due to the altered winding sequence is expressed as
Fig. 13. Coils’ cross sections. (a) Coil "II", loosely wound litz coil with normal winding sequence and separation between layers. (b) Coil "III", loosely wound litz coil with different winding sequence and separation between layers.

\[
C_{self} = \frac{1}{N_t^2} [C_b(l-1)m + C_m l^3 (m-1)] \tag{40}
\]

<table>
<thead>
<tr>
<th>Coil</th>
<th>(C_b)</th>
<th>(C_m)</th>
<th>(L)</th>
<th>(C_{self})</th>
<th>(f_{self})</th>
</tr>
</thead>
<tbody>
<tr>
<td>II, (h = OD/2)</td>
<td>15pF</td>
<td>1.0pF</td>
<td>77uH</td>
<td>1.5pF</td>
<td>15MHz</td>
</tr>
<tr>
<td>III, (h = OD/2)</td>
<td>15pF</td>
<td>1.0pF</td>
<td>77uH</td>
<td>1.2pF</td>
<td>17MHz</td>
</tr>
</tbody>
</table>

Table 4. Parasitic capacitance, self-resonant frequency of coil "II" and "III". Coil Specifications:

- \(D_{out} = 3\text{cm}, D_{in} = 2.66\text{cm}, OD = 200\mu\text{m}, h = 100\mu\text{m}, \zeta = 3\mu\text{m}, \varepsilon_r = 3\).  

4.3 The number of strands

If the cross section of the winding is fixed, reducing the number of strands is an effective way to increase \(f_{peak}\) and the \(Q\) at higher frequencies for two reasons. First, \(f_{self}\) increases, due to the increased separation between nearby turns, as shown in Fig. 14. Second, \(f_h\) increases, since the total number of strands in the winding decreases. Therefore, both \(f_{peak}\) and the \(Q\) are larger at higher frequencies. For the purpose of demonstration, numeric comparisons of several coils with different geometry parameters are given in Table 5.

<table>
<thead>
<tr>
<th>Coil</th>
<th>(N_t)</th>
<th>(R_{DC})</th>
<th>(f_{self})</th>
<th>(f_{peak})</th>
<th>(Q_{peak})</th>
<th>(BW) (bandwidth)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IV</td>
<td>3</td>
<td>9.5ohm</td>
<td>26MHz</td>
<td>8.5MHz</td>
<td>198</td>
<td>2.5 – 15.5MHz</td>
</tr>
<tr>
<td>V</td>
<td>7</td>
<td>4.1ohm</td>
<td>19MHz</td>
<td>4.2MHz</td>
<td>215</td>
<td>1.8 – 8.5MHz</td>
</tr>
<tr>
<td>VI</td>
<td>15</td>
<td>1.9ohm</td>
<td>14MHz</td>
<td>2.1MHz</td>
<td>222</td>
<td>0.9 – 4.5MHz</td>
</tr>
<tr>
<td>VII</td>
<td>30</td>
<td>0.95ohm</td>
<td>5.6MHz</td>
<td>1.1MHz</td>
<td>219</td>
<td>0.4 – 2.2MHz</td>
</tr>
</tbody>
</table>

Table 5. Self-resonant frequency, quality factor, bandwidth of coil "IV"-"VII". Coil Specifications:

- \(D_{out} = 3.2\text{cm}, D_{in} = 2.7\text{cm}, b = 2.5\text{cm}, t = 2.5\text{mm}, d_s = 50\mu\text{m}, N_t = 36, \zeta = 3\mu\text{m}, \varepsilon_r = 3, AWG44\).  

The \(Q\) vs Frequency curves of coils in Table 5 are plotted in Fig. 15. Even though the DC resistance of a coil is much higher when fewer strands are used per winding, the \(f_{peak}\) and \(f_{self}\) increase significantly. Since telemetry efficiency is a function of the operating frequency, the coil with fewer strands represents a significant improvement compared with conventional implant telemetry design.
Fig. 14. Coils’ cross sections. (a) Tightly wound litz coil with the maximum number of strands. (b) Loosely wound litz coil with less strands.

Fig. 15. Q vs Frequency curves for coils with the same cross sections but different numbers of strands.
4.4 Diameter of single strand

Under the assumption that a coil’s cross section, inductance, and area efficiency are fixed, the only method to reduce the power consumption from proximity effect is to decrease the size of a single strand and keep the OD unchanged, as shown in Fig. 16.

If the displaced current is not a concern, a reduction of wire size helps to reduce the power dissipation from proximity effect. Reduction of the wire size is limited in practical coil design for several reasons.

First, once the target frequency is lower than \( f_h \), the power dissipation from proximity effect is less than the DC power dissipation, thus a further decrease of \( r_s \) only slightly reduces the AC power dissipation.

Second, given the thickness of coating, cross section and inductance, reducing the size of a single strand inevitably decreases area efficiency of an individual strand, thus increasing the DC power dissipation.

Third, experimental results show that an increase of the number of strands increases strand-level displaced currents hence reduces the self-resonant frequency of a coil [Bartoli et al. (1996)].

Fourth, small wire is more expensive.

When \( f_h \) is equal to or greater than the target frequency, power dissipation from proximity effect should not be a major concern.

For coils used in an inductive link, the \( Q \) and \( f_{self} \) are critical. Using the assumption that coils are restricted to a particular geometry set, an analytical closed form solution is derived to determine the \( Q \) and \( f_{self} \). Not only providing a close form solution, our derivation also allows the designer to set criticality on parameters and find an optimal solution.
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