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1. Introduction

Air pollution is a complex problem that plays a key role in human well-being, environment and climate change. Since cities are, by nature, concentrations of humans, materials and activities, air pollution is clearly a typical phenomenon associated with urban centres and industrialized regions (Fenger, 1999; de Leeuw et al., 2001). Since approximately half the population of the world lives in medium to large cities, it is essential to evaluate the air quality levels of the atmosphere in order to assess the possible health impact from exposition to pollutants (World Health Organization [WHO], 2002; Brunekreef & Holgate, 2002). Additionally, air pollution is not only a human health problem: the effects of pollution in ecosystems and materials are well identified and documented (Fowler et al., 2009); economic costs can also be associated with poor air quality, and with political/governmental measures taken in order to prevent or reduce pollution (Muller & Mendelsohn (2007)).

The simplest technique for evaluating patterns of local-scale urban air pollution concentration involves the interpolation of ambient concentrations from existing monitoring networks (Ballesta et al., 2008; Ferretti et al., 2008). However, the measured data from these stations are not necessarily representative of areas beyond their immediate vicinity, since concentrations of pollutants in urban areas may greatly vary on spatial scales that range from tens to hundreds of metres. At the same time, the temporal behaviour of primary and secondary pollutants changes considerably between day and night due to solar radiation, so that daily average measurements become unsatisfactory in determining or explaining high pollution episodes.

Air Quality Models (AQMs) are mathematical tools that simulate the physical and chemical processes that involve air pollutant dispersion and reaction in the atmosphere. Furthermore, they improve the limitations of monitoring networks by providing prediction of the temporal and spatial distribution of actual pollution levels. Modelling studies, in combination with air quality monitoring, are then essential and complementary tools for long and short term air pollution control strategies. A well calibrated model is a unique tool that allows the representation of the atmospheric dynamics and chemistry. Thus, AQMs have become a valid instrument for environmental managers in many activities, such as
a) setting emission control regulations, b) testing the compliance of actual pollution levels, c) predicting the impact of new facilities on human health, d) selecting the best location for monitoring stations, and e) assessing the impact of different emissions scenarios on Global Climate Change.

This Chapter presents an overview of several techniques and available codes applied to urban modelling, plus describing three study cases from different approaches that we have selected according to the magnitude of the simulated problem.

2. Air Quality Models (AQMs)

The major elements of an AQM are depicted schematically in Fig. 1.
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Fig. 1. Main components of an Air Quality Model and their interactions.

Basically, an air quality study implies the estimation of some pollutants concentration in a region of interest, during a finite period of time. The characteristics of each specific problem will define the physical and chemical processes involved, and consequently, the best model to use. The main criteria for choosing adequate software are: the dimension of the area under study, the number of pollution sources, the chemical species involved and the time scale of the episode.

2.1 Air quality and spatial scales

In a geophysical context, it is possible to define several superimposed scales for the air pollution phenomena, extending from local to global scales with several inputs and feedbacks at every level. A pollutant released from traffic or industries in a city may have a significant impact on the city itself or on a farther region, according to the properties and atmospheric lifetime of the pollutant. Consequently, local scale problems, such as the evaluation of the maximum ground level impact of primary pollutants released from traffic or industrial sources, cannot be treated similarly to long range problems due to the influence of regional scale processes, such as chemical transformation or deposition, which need not
to be taken into account on a smaller scale. Therefore, following Zannetti (1990), five types of scales can be distinguished, depending on the distance from the emitting source: a) near-field phenomena (< 1 km from the source); b) short range transport (< 10 km from the source); c) intermediate range transport (between 10 and 100 km from the source); d) long range transport (> 100 km from the source); and e) global effects.

Recently, Air Quality Models have been extended to consider the interactions between processes at different scales, by including nesting capabilities to work with different grid resolutions simultaneously, or by integrating several models designed for a specific problem. Examples of the first approach are CMAQ (Binkowski & Roselle, 2003) and WRF/Chem (Grell et al., 2005) models. The BRUTAL model (Oxley et al., 2009) and the modelling system proposed by Jiménez-Guerrero et al. (2008) are examples of the second approach.

2.2 Emission inventories

Emission inventories have long been fundamental tools for air quality management. Emission estimates are important for developing emission control strategies, determining applicability to permit and control programs, ascertaining the effects of sources and appropriate mitigation strategies; and a number of other related applications by an array of users, including federal, state, and local agencies, consultants and industries.

Emission inventories are also a key input for AQMs and therefore must match their requirements, namely the spatial and temporal distribution of emissions in accordance with the model setup. Spatial and temporal emissions distribution of individual chemical compounds may not be available in emission inventories compiled at national, regional or local levels for regulatory purposes. Consequently, besides emission estimation itself, emission inventory preparation is a critical stage in air quality modelling. Many authors have clearly shown that emission input to AQMs is one of the main sources of uncertainty (Russell & Dennis, 2000; Hanna et al., 2001).

Data from source-specific emission tests or continuous emission monitors are usually preferred for estimating pollutant releases because those data provide the best representation of emissions from tested sources. However, test data from individual sources are not always available, and may not even reflect the variability of actual emissions over time. Thus, emission factors are frequently the best or only method available for estimating emissions, in spite of their limitations. The general methodology to estimate emissions from emission factors has the form:

\[
E = A \times EF \times \left(1 - \frac{ER}{100}\right)
\]

in which \(E\) represents the emissions (mass of pollutant), \(A\) is the activity rate in hours/year, \(EF\) is the emissions factor and \(ER\) defines the overall emission reduction efficiency, %. The emission factors are usually expressed as the weight of pollutant divided by a unit weight, volume, distance, or activity duration that releases the pollutant (e.g., kilograms of particulate emitted per megagram of coal burned). Such factors facilitate estimation of emissions from various sources of air pollution. In most cases, these factors are simply averages of all acceptable quality data available, and are generally assumed to be representative of long-term averages for all facilities in the source category (i.e., a population average).
The estimations of primary pollutants from numerous types of sources are generally performed by following well established methodologies, such as the Intergovernmental Panel on Climate Change (IPCC) Guidelines for National Greenhouse Inventories (IPCC, 2006), the EMEP Air Pollutant Emission Inventory Guidebook of the European Environmental Agency (EMEP/EEA, 2009), or the U.S. Environmental Protection Agency (U.S. EPA) AP-42 Compilation of Air Pollutant Emission Factors (U.S. EPA, 2010). Even when the general methodology of estimation is similar, emissions from a specific type of sources have their own characteristics and must be treated by AQMs in a different way. Emissions from point sources are estimated for individual sources. Besides the amount of pollutants emitted (usually in g/s) and a precise geographic location, a few physical parameters are used in AQMs to characterise the emission, such as stack height and diameter, emission escape velocity and exit temperature.

Area (e.g., due to residential heating) or mobile sources are not treated individually and their emissions can be estimated by following one of two major approaches, namely top-down and bottom-up. The first one uses aggregated activity data and general EF to calculate the amount of emissions from all sources, often giving little spatial and temporal detail. Bottom-up approaches use detailed activity and source-specific data to calculate the emissions with high temporal and spatial resolution. Top-down approach is usually chosen because it needs a reduced amount of input parameters compared to bottom-up methods, therefore being more cost-efficient and easier to implement.

Emissions from area and mobile sources are incorporated into an AQM as a regular grid with a resolution that depends on the modelling setup and the scope of the study. In order to spatially distribute emissions obtained through a top-down method, a series of simplified approaches of spatial disaggregation based on surrogate data (e.g. population density, principal road network density) and Geographical Information System (GIS) tools are generally used (Puliafito et al, 2003; Tuia et al, 2007). Fig. 2 shows a scheme for the spatial distribution of traffic emissions obtained from different approaches.
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Due to the intrinsic complexity of some sources, emission models are generally used in order to obtain total emissions and to evaluate different emission scenarios. For example, mobile emission can be estimated by using several models like COPERT (Ntziachristos et al., 2009), MOVES (U.S. EPA, 2009a) and IVE (Davis et al., 2005).

Temporal distribution of emission is another issue that needs to be addressed in order to generate acceptable inputs to AQMs. Time-resolved emissions are needed to properly simulate air quality through deterministic Eulerian models like WRF/Chem. Generally, emissions are expressed in annual or daily bases and temporal profiles are used to break them down to the temporal resolution expected by AQMs (usually 1 hour). These profiles are obtained by evaluating the temporal activity patterns from each type of source.

Emission inventories are built and reported for a variety of compounds or chemical classes such as CO, NO\textsubscript{x}, NMVOC, PM\textsubscript{10} and SO\textsubscript{2}. However, photochemical mechanisms, included in some AQMs like WRF/Chem, contain a simplified set of equations that use representative “model species” to simulate atmospheric chemistry (Dodge, 2000). Consequently, when chemical transformations are going to be considered in the AQMs, “inventory species” must be converted to “model species” through the use of speciation profiles. Among the most popular chemical mechanisms are CBIV (Gery et al., 1989), SAPRC-99 (Carter et al., 2000) and RADM-2 (Stockwell et al., 1990). Most of the speciation profiles are derived from North-American references (SPECIATE database, U.S. EPA, 2009b).

As described above, compiling and adapting emission inventories to meet the requirements of AQMs are demanding tasks. In order to simplify this process, a series of emission processing systems have been developed. These are capable of processing national or local inventories and global emission databases, as GFED (van der Werf et al., 2010), GEIA (GEIA/ACCENT, 2005) or RETRO (Schultz et al., 2008). For biogenic or mobile sources, some processing systems can be used to directly estimate the emissions. SMOKE is one of them and has been designed to create gridded, speciated and hourly disaggregated emissions inputs for a variety of AQMs in the United States. Adaptations of this model to non U.S. cases have been made for Spain (Borge et al., 2008) and for Europe (Bieser et al., 2010). Another example of emission pre-processor is the Prep_chem_sources code (Freitas et al., 2010) designed to work mainly with WRF/Chem, but adaptable to other AQMs.

### 2.3 Selection of the proper AQM

The complexity of the study case (meteorological effects, terrain interactions) and the scale and significance of potential effects (sensitivity of the receiving environment, human health) must be considered in order to determine which modelling tool is more appropriate for a particular problem. For short-range transport, models with a Gaussian approach like ISC3 and AERMOD, are used to study the interaction of emissions and concentrations of criteria pollutants in urban streets and surrounding urban neighbourhoods. CALPUFF, a non steady-state puff dispersion model, is best fitted for urban scales, with meteorological inputs provided by either on-site measurements and/or a separate meteorological model simulation. The development of the new WRF/Chem model (WRF with Chemistry) constitutes an adaptable and useful tool intended to perform the “on-line” modelling of the chemistry and meteorology over a wide range of scales. Its main applications are the study of secondary pollutants and formation of aerosols in an urban and regional context.
2.3.1 Short-range transport models

ISC3 (Industrial Source Complex; U.S. EPA, 1995) is a steady-state Gaussian plume model appropriate for assessing gas and particle pollutant concentrations from a wide variety of sources associated with an industrial zone. The model includes point, area, line, and volume sources; it can account for settling and dry deposition of particles, building downwash, and includes a limited terrain adjustment. ISC3 operates in both long-term and short-term modes (ISCLT3, ISCST3). The U.S. EPA, recently changed the model status to “alternative model” for regulatory applications, and it suggests using the AERMOD model instead.

AERMOD (American Meteorology Society/EPA Regulatory Model; Cimorelli et al., 2003) is a steady-state plume model. The concentration distribution function differs for the Stable Boundary Layer (SBL) and the Convective Boundary Layer (CBL): a vertical and horizontal Gaussian concentration distribution is considered into the SBL, while a vertical bi-Gaussian probability density function is included for the CBL. The model includes a boundary-layer similarity theory to define turbulence, including a variable altitude treatment for emissions released at different heights. Dispersion coefficients are treated as a continuum rather than as a discrete set of stability classes, including a non-Gaussian representation for unstable conditions, like those observed close to a stack under convective conditions. Variation of turbulence with height allows a better treatment of dispersion for different release heights. The model also uses a simple approach to incorporate terrain interactions. The modelling system consists of one main program (AERMOD) and two pre-processors (AERMET and AERMAP). The main purpose of AERMET is to incorporate all meteorological observations (from surface and upper air stations) and to calculate boundary layer parameters to be used by AERMOD. AERMAP is a terrain pre-processor used to create receptor grids and to generate gridded terrain data from several Digital Elevation Models datasets.

In general, ISC3 and AERMOD do not require significant computational resources, they are easy to use and have simple meteorological requirements. ISC3 is principally designed for calculating impacts on flat terrain regions. The more advanced AERMOD is designed for use with a complex terrain. In any case, Gaussian-plume models are best used for near-field applications where the steady-state meteorology assumption is most likely to apply.

2.3.2 CALPUFF

The CALPUFF modelling system (Scire et al., 2000a) is a multi-layer, multi-species non-steady-state Gaussian puff dispersion model capable of simulating time and space effects of varying meteorological conditions on pollutant transport. The model accounts for a variety of effects such as spatial variability of meteorological conditions, causality effects, dry deposition and dispersion over different types of land surfaces, plume fumigation, low wind-speed dispersion, primary pollutant transformation and wet removal. Recently, an improved chemical module has been included but it is still under evaluation. CALPUFF has various algorithms to include the use of turbulence-based dispersion coefficients derived from a similarity theory or observations. The system has three components: CALMET, a meteorological model that generates three dimensional hourly gridded fields of winds and temperatures, and two dimensional parameters such as mixing height, surface characteristics and dispersion parameters. CALPUFF is the transport and dispersion model that computes the advection of “puffs” containing the material emitted from modelled sources, using the fields generated from the meteorological model. CALPOST is the post-processing tool designed to summarize the results of the simulations (hourly concentrations or deposition fluxes) of CALPUFF.
The model is usually recommended by the U. S. EPA to simulate the effects of pollutant dispersion in long range transport, typically between 50 and 200 km, but contains algorithms which apply to much shorter distances (U.S. EPA, 2008). Advanced models like CALPUFF are more sophisticated than Gaussian models and are aimed at producing more realistic results. However, the potential benefits of using this advanced tool must be compared to the costs of producing more detailed meteorology, complete source inventories and terrain datasets, configuring and running the code.

2.3.4 WRF/Chem

The modelling of the chemical processes in AQMs is usually performed after and independently of the meteorological modelling. This is often called “off-line” integration of the chemical mechanisms, and computes the reactivity differential equations into an external grid containing the information of mass transport and meteorological fields. The development of the novel model WRF/Chem (WRF with Chemistry) allows performing a coupled modelling of the chemistry and the meteorology into a unique coordinate system (Grell et al., 2005; Wang et al., 2010). In this way, a wide range of chemical and physical parameterizations can be used without the need of interpolating them into different spatial and temporal domains. Of all WRF dynamic cores, the mass coordinate version, named Advanced Research WRF (ARW; Wang et al., 2009) possesses the ideal properties to perform the “on-line” modelling of the atmospheric chemistry. The WRF/Chem model has a modular structure which allows considering a variety of coupled physical-chemistry processes such as: transport, deposition, emission, homogeneous and heterogeneous chemistry, aerosol interaction, photolysis, long-wave and short-wave radiative transfer, etc. (Peckham et al., 2010). WRF/Chem application in different fields can explain past episodes, evaluate the potential effects of emission reduction strategies and perform air quality forecasting, always considering the interaction between high resolution chemistry and 3-D meteorology.

Besides the meteorological physical parameterizations (see Section 2.4.3), WRF/Chem model offers a wide range of chemical parameterizations which must be selected in order to perform a forecasting simulation. These include: i) the chemical mechanism and the chemical speciation; ii) the type of photolysis rate constant computation; iii) the aerosol optical properties, iv) the biogenic emissions; v) the inclusion of biomass and/or plume rise options; vi) the dust, gas and aerosol initial and boundary conditions (Grell et al., 2005; Peckham et al., 2010).

One of the most user-dependent features of WRF/Chem is the inclusion of pollutant emission inventories: because of its wide applicability, a time-dependent and high-resolution local inventory must be constructed and adapted by the user to fit the area of interest. By default, the WRF/Chem global configuration includes the implementation of the RETRO (Schultz, 2008) and EDGAR (Oliver & Berdowsky, 2001) emission inventories, which is performed by using the Prep_chem_sources application (see Section 2.2). This methodology is limited to very low resolution databases ($\sim 1^\circ \times 1^\circ \approx 100 \text{ km} \times 100 \text{ km}$) with monthly average values of pollutants. Then, the spatial and temporal resolution must be improved if a local or regional air quality forecasting system is to be implemented. Only in the case of spatial domains located inside the U. S., the National Emissions Inventory (NEI) can be used to include high resolution pollutant emissions by means of the emiss_v3 application. For all other countries, a detailed emission inventory must be developed as described in section 2.2.
2.4 Meteorological data
Meteorological data is a critical input for AQMs, as it is necessary to obtain accurate description of winds, turbulence fields and radiation in order to correctly describe transport, dispersion, deposition and chemical reactions of a released pollutant (Seaman, 2003; Gilliland et al., 2008; Schürmann et al., 2009; Demuzere et al., 2009; Pearce et al., 2011). The meteorological data requirements for local scale models (i.e., steady-state Gaussian, Puff-models) and more complex models vary considerably.

2.4.1 Meteorological data for Gaussian models
Steady-state Gaussian plume models, like ISCST3 (U.S. EPA, 1995) and AERMOD (Cimorelli et al., 2003), need data only from a single station, since they assume that meteorological conditions do not vary throughout the domain up to the top of the boundary layer. Although both codes can be used with screening options generally available from the model website, this is only suggested to generate first conservative guess estimates of ground level concentrations. The most appropriate practice is the use of existing data sets available in the study area providing enough accuracy to meet the local environmental authority criteria. National and local weather services and private consultants usually produce site-specific meteorological data sets and provide advice on its applicability for specific modelling studies. Also, the existing data are supplemented by new measurements from meteorological automatic stations collected on the site of interest. This approach is fully covered in U.S. EPA (2000).

2.4.2 Meteorological data for advanced models
More advanced models (both puff and grid models), allow meteorological conditions to vary across the modelling domain and up through the atmosphere, requiring thus more complex meteorological data. An example is the CALPUFF modelling system (Scire et al., 2000a). Since there are no meteorological measurements at every point of the domain, these models use pre-processed data for analysis. The CALMET meteorological model (Scire et al., 2000b) is a diagnostic model developed as a component of the CALPUFF modelling system for its use in air quality applications. CALMET in its basic form is designed to produce hourly fields of three-dimensional winds and various micro-meteorological variables based on the input of routinely available surface and upper air meteorological observations.

2.4.3 Mesoscale meteorological models: WRF
All prognostic models contain realistic dynamic and physical formulations, and can produce the most realistic meteorological simulations for regions where data are sparse or non-existent. If local meteorological data is unavailable, the use of a prognostic modelling system could be a sensible option as part of a regulatory assessment. The Weather Research and Forecasting Model, WRF (Skamarock et al., 2008) is now the most commonly used prognostic meteorological model. The WRF model is a state-of-the-art model developed and maintained by NCAR, NOAA/NCEP and other research centers (Michalakes et al., 2005). It is an open source code originally conceived as a next-generation mesoscale model oriented to cover both atmospheric research studies and operational forecasting. The model can be run in a nested way with the outer domain on a regional scale, covering distances usually in the order of 500−1,000 km. All domains are initialised using analyses from global models, like the NCEP Global Forecasting System (NCEP-GFS),
which describe the three-dimensional fields of temperature, wind speed and direction, and moisture in global 1.0 x 1.0 degree grids prepared operationally every six hours for the whole world.

The WRF model can be easily configured to select and define the size and resolution of the computational domain. Moreover, it allows introducing “nested” domains, where smaller or child domains with higher resolution are inserted into bigger or parent domains. The resolution ratio between child and parent domains is usually a factor of three, which is a compromise between improving the spatial resolution and increasing the computing time.

In order to configure a WRF simulation, it is necessary to define the modeled domain and its properties, as well as to determine the initial and boundary conditions for the selected case. This is usually performed by the WRF Pre-processing System (WPS). This tool allows setting up the model by including: a) static databases like terrain elevation (with different spatial resolutions), Land Use Land Cover (LULC) fields and surface levels; and b) initial values for boundary meteorological conditions (with temporal resolution), the number of vertical levels, among others.

Before the forward forecasting is performed, a number of physical and dynamic parameterization must be selected. This includes a wide range of options from simple and efficient modules (used for operational purposes) to sophisticated and computationally expensive routines (for atmospheric research purposes). The physical parameterizations are classified in: i) micro-physic schemes; ii) long-wave and short-wave radiative modules; iii) surface layer models; iv) land surface models; v) Planetary Boundary Layer (PBL) schemes; and vi) cumulus parameterizations; among others.

2.4.4 CALWRF

When modelling a large domain with complex geography or when there is a lack of meteorological data, it is possible to use the outputs of any mesoscale meteorological model as input to the AQM. That is the case of CALWRF, an external tool developed to perform a CALPUFF simulation including WRF output data. CALWRF is basically a data filter and format converter code, which produces an intermediate three dimensional data file which is used by CALMET as a “first-guess” meteorological field. Then, CALMET merges these initial and boundary conditions with the terrain elevation data and land-use, and CALPUFF is run in its usual diagnostic mode. This approach not only increases the horizontal resolution of the meteorological fields, but also reduces the computational time that running the WRF/Chem model with a greater resolution would require.

2.5 Geophysical data

Terrain features around a pollutant source can significantly affect the pattern of dispersion. Steady-state Gaussian models like ISC3 contain limited algorithms to include terrain effects. Advanced models like CALPUFF contain more sophisticated procedures for modelling the effects of terrain, with a correspondingly greater effort required by the user to specify the static data. Since terrain data will be required for every receptor on the grid, there are several pre-processing tools that extract and format the Digital Elevation Model (DEM) data. The most common global data sets are: the United States Geological Service (USGS) GTOPO30 with a horizontal grid spacing of 30 arc-seconds (approximately 1km); USGS SRTM30, with the same horizontal grid spacing, but covering the globe only from 60° N
latitude to 56° S latitude, with a seamless and uniform representation; and SRTM3 data with a horizontal grid spacing of 3 arc-seconds (about 90 m). Advanced models also need surface parameters, generally as gridded fields, to compute properly the dispersion of pollutants. These include surface roughness length, albedo, Bowen ratio, soil heat flux parameter, vegetation leaf area index and anthropogenic heat flux. Land Use and Land Cover (LULC) data are also available from the USGS, at the 1:250,000 scale, or in some cases at the 1:100,000 scale. The USGS Global Land Cover Characterization (GLCC) Database (GLCC; U.S. Geological Survey (USGS), 2010) is developed in a continent basis for land use, while land cover maps are classified into 37 categories, with a spatial resolution of 1 km.

2.6 Model evaluation

Evaluation of an AQM is the process of assessing its performance in simulating spatial-temporal features embedded in the air quality observations. The Atmospheric Modelling and Analysis Division of U.S. EPA classifies the different aspects of model evaluation under four general categories: operational, dynamic, diagnostic, and probabilistic: a) Operational performance evaluation is accomplished by comparing model simulated values, against observed data. The concept applies not only to air quality parameters, but also to meteorological variables in the case of advanced coupled models like WRF; b) Dynamic evaluation focuses on assessing the AQM response to changes in emissions and meteorology, which is central to applications in air quality management. This type of analysis can help in determining the key factors governing air pollution; c) Diagnostic evaluation investigates the processes and input drivers that affect model performance in order to find possible improvements to the algorithms; and d) Probabilistic evaluation generally requires a set of tools that helps addressing the model response to statistically varying inputs, without having to run the simulation for every case, which is very time consuming.

When evaluating air quality management strategies, policy-makers need information about relative risk and likelihood of success of different options. In these cases, a range of values reflecting the model uncertainties is more important than the model best guess, or actual output. End users are more likely to work with operational and dynamic evaluation tools, while the other two categories of evaluation are more related to model development.

The kind of data needed for verifying model output, will depend on the model itself and the user’s needs. For models with meteorological pre-processors, like CALMET, or coupled meteorological/chemical models like WRF/Chem, atmospheric variables observation in some points of the domain would be required in order to validate results. Observations can be made at ground level or with a vertical profile, in the case of three dimensional simulations. In the case of chemical species concentration, monitoring stations could supply data needed to check model results. Some ground or satellite instruments can also provide vertical profile for chemical species (Martin, 2008). In any case, a consistent procedure should be applied in order to evaluate the model performance.

The most usual practice is to use the information content shown between the observed and the model-predicted values. In this respect, Willmott (1982) and Seigneur et al. (2000) propose some statistical performance measures. Table 1 summarizes these commonly used statistical tools for analysing and comparing model results versus measurements.
### Table 1. Statistical indicators for the evaluation of AQMs.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Formula</th>
<th>Range</th>
<th>Ideal value</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation coefficient</td>
<td>$r = \frac{\sum_{i=1}^{N}[(C_{oi} - \bar{C}<em>o)(C</em>{pi} - \bar{C}_p)]}{\sqrt{\sigma_o \sigma_p}}$</td>
<td>[0,1]</td>
<td>1.0</td>
<td>$C_o$ and $C_p$ are observed and predicted concentrations.</td>
</tr>
<tr>
<td>Mean Bias</td>
<td>$\text{MBE} = \frac{1}{N} \sum_{i=1}^{N}(C_{pi} - C_{oi})$</td>
<td>n.a.</td>
<td>0.0</td>
<td>$C_{pi}$ and $C_{oi}$ are observed and predicted concentrations for $N$ cases.</td>
</tr>
<tr>
<td>Fractional Bias</td>
<td>$\text{FB} = \frac{\bar{C}_o - \bar{C}_p}{0.5(\bar{C}_o + \bar{C}_p)}$</td>
<td>[-2,2]</td>
<td>0.0</td>
<td>$\bar{C}_o$ and $\bar{C}_p$ are the averages of observed and predicted concentrations.</td>
</tr>
<tr>
<td>Root mean square error</td>
<td>$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N}(C_{oi} - C_{pi})^2}$</td>
<td>n.a.</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Normalized mean square error</td>
<td>$\text{NMSE} = \frac{(C_o - C_p)^2}{C_oC_p}$</td>
<td>n.a.</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Index of agreement</td>
<td>$d = 1 - \frac{\sum_{i=1}^{N}(C_{pi} - C_{oi})^2}{\sum_{i=1}^{N}(</td>
<td>C_{pi} - \bar{C}_o</td>
<td>+</td>
<td>C_{oi} - \bar{C}_p</td>
</tr>
<tr>
<td>Geometric Mean</td>
<td>$\text{MG} = \exp\left(\ln(C_o) - \ln(C_p)\right)$</td>
<td>&gt; 0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Geometric variance</td>
<td>$\text{VG} = \exp\left[\ln(C_o) - \ln(C_p)\right]^2$</td>
<td>&gt; 0</td>
<td>1.0</td>
<td></td>
</tr>
</tbody>
</table>

#### 3. Air pollution modelling in Argentina: results of several study cases

The following study cases were selected with the aim of describing the simulation process, from the selection of the appropriate model until the evaluation of final results.

#### 3.1 Urban and regional modelling in Mendoza: inventories and monitoring

The extended or Gran Mendoza urban area is located in the north-central part of the Province of Mendoza (32.8° S; 68.8° W), Argentina, in a region of foothills and high plains, on the eastern side of the Andes Range. The metropolitan population is around 1,000,000 inhabitants, making this city the fourth largest metropolitan area in the country. The area is located in an arid to semi-arid zone of low rainfall: 120–400 mm/yr, mean 230 mm/yr, which occurs especially during the summer months (November to March). The closeness of the Andes Mountains has a strong influence on local meteorology and, therefore, on air quality.
Air quality in the area under study is affected by intensive and intermediate industrial activities, emissions due to transportation, residential sources and, to a lesser degree, agriculture and animal husbandry (Puliafito et al., 2003). Food and wine industry are very low energy consumers, but alloys, cement and petrochemical industries are relevant to energy consumption and their contribution to total emissions is important. Transportation is the second most important source of pollutants in the emission inventory, but the main concern in the downtown area. The emissions by the residential sector are mainly due to the use of natural gas for heating. Animal husbandry is concentrated in the South East of the Province and its contribution to total emission is low.

3.1.1 Modelling approaches
The impact of all anthropogenic sources in the air quality of the urban centre was evaluated using two different approaches: a) to reproduce the pollutant dispersion in the metropolitan area, we chose CALPUFF modelling system, setting the modelling domain in the urban area of Gran Mendoza; and b) to evaluate the impact of regional circulation in tropospheric chemistry, we used WRF/Chem in a greater modelling domain.

3.1.2 Urban pollutant dispersion
The modelling domain covers an area of 41×36 km² (32.8° S to 33.1° S and 68.8° W to 69.0° W) including the urban zone and part of the Andes. Because of the complex topography, detailed terrain features were incorporated using the USGS global 3 arc-sec SRTM3 data (~ 90m resolution). The LULC data was obtained from the Global Land Cover Characterization (GLCC) database captured by a 1-km resolution. Finer features of land use were obtained using the soil classification from the EcoAtlas Program from Mendoza’s Rural Development Institute (IDR), which includes the interpretation and classification of Landsat images during the year 2006. Surface and upper meteorological data was obtained from the National Weather Service at the local airport station El Plumerillo (32.78° S, 68.78° W, 704 m above sea level) located at 6 km North-East of the urban center. Fig. 3 shows a view of the modelling domain. Industrial sources are located in two industrial areas in the periphery of the city. The position and emission rates for the industrial stacks are known, measured and compiled by the local environmental authority. Twenty one fixed (point) sources at constant rates for the modelling period were considered. Emissions from residential and commercial sources were estimated using data of natural gas consumption in the city and spatially distributed according to the land-use maps of the urban center. A top-down approach (macro scale) associated to GIS was used to calculate mobile source emissions and their spatial distribution. The COPERT III model (Ntziachristos et al., 2000) was selected to estimate road transport emissions because of the similarities between the Argentinean and the European fleets (D’Angiola et al., 2010). Emission factors for Natural Gas Vehicles (NGV) were derived from local studies (ARPEL, 2005). The vehicle fleet was arranged into 4 vehicle classes and 28 technology categories depending on fuel type, vehicle size, fuel delivery system and exhaust control system; 19 of these categories, belong to light duty vehicles and passenger cars, 6 to heavy duty vehicles and 3 to urban buses. Information from the National Vehicle Registration Directory (DNRPA) and the Automobile Manufacturers Association (ADEFA) was used to determine the fleet composition. To derive
emission rates, the model considers different average speeds for different types of driving conditions. Three driving conditions were associated with specific road hierarchies: 

a) Highways: roads characterized as main intra-county, suburban areas or inter-regional highways connecting main town poles in the metropolitan area, with high traffic, no traffic lights and high average speed (70-100 km/h); 
b) Primary roads: roads that are main streets connecting important urban districts, with a high vehicle density, with most intersections regulated by traffic lights, and a low average speed (20-30 km/h); 
c) Secondary roads: roads that are mainly residential streets with a low vehicle density, very few or no traffic lights regulating intersections, although, in some cases, with the presence of speed limiters and a low–medium average speed (25-35 km/h). Average speed on each road hierarchy and annual average kilometres traveled (VKT) were estimated from information collected on a set of vehicles equipped with a Global Positioning Satellite (GPS) unit. The total amount of emissions estimated for highways, primary roads and secondary roads was distributed in the road network proportionally to the length of segments. Then, these emissions were geographically distributed into a gridded map with cells of 500 m x 500 m (Fig. 4, left). 

Fig. 4 (right) depicts the daily mean ambient PM$_{10}$ concentration modeled with CALPUFF. It shows concentrations of (70–80 µg/m$^3$) in downtown area, mainly produced by mobile sources. These values reduce towards the periphery of the city. The south-western area of the modelling domain is greatly influenced by the industrial complex located in the south western area of the city. PM$_{10}$ emissions from dust sources were estimated according to OAQPS (1977) and modeled as area sources in CALPUFF. The emissions were incorporated as a discontinuous process when wind speeds were above a threshold of 6.8 m/s. Fig. 5 shows a time series comparison of the modeled results versus the PM$_{10}$ measurements at the monitoring station in downtown for June 2009. Despite some peak values due to high traffic density the results show a good correlation between modelled concentration and measured data. A more detailed analysis of pollutant distribution in the metropolitan area of Mendoza can be found in Puliafito & Allende (2007) and Puliafito et al. (2011).
3.1.3 Regional modelling

The mountain-valley circulation dominates the medium-range-transport in the area, so not only urban but also regional air pollution levels are influenced by these synoptic scale weather patterns. Then, in order to study the temporal and spatial distribution of primary and secondary pollutants in the northern region of the Province of Mendoza, the WRF/Chem model was used. Three nested domains with 28 vertical altitude levels were defined to downscale the chemical and physical properties of the atmosphere. The smaller domain covers the northern region of Mendoza Province (4 km resolution, 200 km N/S × 160 km E/W), including the urban center.

In order to capture the complexity of the terrain features in the study area, the WRF Preprocessing System (WPS) was modified to introduce the Shuttle Radar Topography Mission (SRTM3) data, increasing standard resolution over 10 times. Also, LULC maps developed by several local institutions and agencies were adapted to the WPS module using a GIS system (Fernandez et al., 2010). The emission inventory for Mendoza was developed.
to meet WRF/Chem requirements by means of adapting the *emiss_v3* routine, originally developed to process the U.S. National Emissions Inventory database (NEI; U.S. EPA, 2005). Boundary and initial conditions for concentrations were taken from global chemical model MOZART (Emmons et al., 2009). A 24 hour spin up was used for the inner domain. Default parameterization schemes were used in the model runs (see Peckham et al. (2010) for detailed descriptions of the model configuration).

Fig. 6 shows the simulated NO$_2$ surface concentration in p.p.m. during the night (left) and day (right) for a typical spring day in Mendoza. The contour lines represent the altitude of the calculated PBL within the WRF/Chem model. The model captures the behavior of the PBL height: at night, it is higher over the mountains (west) than over the valley, while during the day this effect is the opposite, surpassing 1,500 m right over the foothills. The NO$_2$ plume direction follows the prevailing wind patterns in the region, i.e., during the day pollutants emitted in the city are transported towards the South-West, while during the night the same air parcels return to the city in the opposite direction. Absolute values are greater during the night, mainly because of the smaller dilution volume limited by the PBL altitude. Here, the reader should recognize that, because of the local topography of Mendoza, the mountain-valley circulation is not exactly West-East, but shifted SW-NE.

![Fig. 6. Regional NO$_2$ concentrations during the night (left) and day (right). The star indicates the location of Mendoza City. The surface plots represent the altitude of the PBL in m. Wind barbs are superimposed in the figure.](image)

**3.2 Study case of Bahía Blanca**

The district of Bahía Blanca (62.2° W; 38.5° S) is located on the southern Atlantic coast of the Province of Buenos Aires, in the boundary between the southern Pampas and the northern Patagonia. Bahía Blanca and its surroundings concentrate a population of 310,000 inhabitants in the urban area. The landscape is mainly flat with terrain elevations between
200 m and 500 m, except for the low mountain system of “Sierra de la Ventana”, which reaches an altitude of 1,200 m. The area is located in a temperate zone with warm continental type weather. Its annual precipitation is about 600 mm, with high monthly variations. March, September, October and November are the months with higher probability of rainfall episodes. Winds are generally moderate, with predominant direction from North or Northwest. Mean wind speed is 5.3 m/s, with 3% calms.

Bahía Blanca has an important seaport system handling intense industrial and commercial activities. The city has a highly developed oil refinery and petrochemical industries, producing ethanol, naphtha, gasoline, asphalt GLP, ethylene, PVC, polyethylene, urea, ammonia, chlorine and caustic soda. An important power station is located outside the industrial zone, SW of the urban centre, in the port area, which may operate with natural gas or heavy-oil, producing the main contribution of SO\(_2\) emissions in the zone. Along the north-eastern shore of the bay, there are several small seaports dedicated to grains and containers. The ambient concentration of gases like NO\(_x\), CO, NH\(_3\) and SO\(_2\) and concentrations of particulate matter have been measured by the local environmental authority since 1997.

Fig. 7. Map of Argentina showing location of the modelling domain. To the right, a detail of the urban area of Bahia Blanca, major highways, the industrial complex, and the port area.

In order to complement the information provided by the monitoring data, pollutant dispersion was simulated with the CALPUFF modeling system. The modelling domain covered an area of 1,600 km\(^2\) between 38.5° and 39.0° S latitude and 62.0° and 62.5° W longitude in a flat region with elevations up to 150 m, increasing to the NE. A view of the modelling domain is presented in Fig. 7. All industrial sources are located on a Petrochemical Pole, an Industrial Park and the port sector and were treated as point sources in CALPUFF.

Emissions of NO\(_x\), SO\(_2\) and NH\(_3\) due to transportation (including road, railway and ships) were estimated following the top-down emission model COPERT III similarly to the Mendoza study case. Cargo oriented railway transportation emissions were estimated using specific fuel consumption factors and a number of train operations, while maritime activity emissions were calculated using a number of operations, port waiting time and bulk
emission factors. Both of them were calculated with the simplest CORINAIR methodology (EMEP/EEA, 2009). The sum of all emissions from mobile sources was spatially distributed using Geographical Information System (GIS) tools in a regular grid of 500 m x 500 m, covering the whole modelling domain. The transportation emissions were included in the dispersion model as area sources. Residential and fugitive sources were also included in the simulation, estimated with natural gas consumption statistics, as in the Mendoza study case. Meteorological data was obtained from the local airport station Comandante Espora (38° 42’ S, 62° 09’ W, 75 m above sea level) located 12 km East of the urban center. The model runs were conducted over one year, and five chemical species (NO\textsubscript{x}, SO\textsubscript{2}, NH\textsubscript{3}, SO\textsubscript{4}\textsuperscript{2-} and NO\textsubscript{3}-) were simulated. The model includes the MESOPUFF II scheme to incorporate chemical transformation of SO\textsubscript{2} and NO\textsubscript{x}. Monthly background concentrations for ammonia and ozone were provided by the environmental authority monitoring data over one year period. Fig. 8 shows the contribution of each source type to the total emissions of CO, SO\textsubscript{2}, NO\textsubscript{x}, PM\textsubscript{10} and NH\textsubscript{3} for Bahia Blanca (left) and the average 24-h concentrations for NO\textsubscript{x} (right).

Finally, the 24 h concentrations obtained with CALPUFF were compared to the measured ones in the monitoring station. Fig. 9 shows the comparisons between the modelling results and the measurements.

Fig. 8. Left: Emission distribution for all pollutant modelled. Industrial activities are the main contributor for all pollutants, except for transportation that is the most important CO emitter. Right: Iso-concentration plots simulated with CALPUFF for NO\textsubscript{x}. The white points represent industrial stacks.

Fig. 9. Daily variation of NO\textsubscript{x} concentration (μg/m\textsuperscript{3}) at the monitoring point and values simulated with CALPUFF.
and the observations near the industrial complex. Although the model is unable to reproduce the concentration peaks exactly, the values of the statistical measures (MBE: -2.02; FB: -0.04; Willmott’s d: 0.97) suggest that the dispersion simulation approaches the concentrations patterns with acceptable accuracy. The modelling results showed that the most polluted region is the town of Ingeniero White, located to the SE of the metropolitan area, and very close to the Petrochemical Pole (see detailed analysis in Puliafito & Allende (2007) and Allende et al. (2010a)). The fair agreement between concentrations measured by the environmental authority over one year and the simulated ones with CALPUFF validated the proposed emissions and dispersion models.

3.3 The Buenos Aires case
The City of Buenos Aires (34.6° S, 58.3° W) is the Capital and largest city of Argentina, and the second largest metropolitan area (around 13 million inhabitants), in South America after São Paulo, Brazil. It is located on the western shore of the Río de la Plata estuary, on the south-eastern coast of the South American continent. Buenos Aires has a humid subtropical climate (Köppen classification) with four distinct seasons, January being the warmest month and July the coldest. Relative humidity tends to be high throughout the whole year (~ 72%). Winds that blow clean air from Río de La Plata towards the city have an annual frequency of 58.0%, and there are 3.8% calms. At present, in spite of its extension and its high population density, Buenos Aires City has only a small air quality monitoring network, mainly dedicated to capture traffic pollution in 4 points of the city. Besides this fact, there have been several measurement campaigns at different sites in the city (Arkouli et al., 2010; Bogo et al., 1999; Mazzeo et al., 2005; Reich et al., 2006). Even though there are no large industries inside the city, a great industrial complex is located in the southeast. Also, four large partly gas and heavy-oil fired power stations are located close to the river shore.

For the air pollution evaluation in the area we used the CALPUFF model in a 25 km x 25 km modelling domain, extending from 34.5° S to 34.7° S and 58.3° W to 58.6° W in a flat region with elevations up to 40 m increasing to the SW (Fig. 10). Surface meteorological observations were obtained from the local airport meteorological station in Aeroparque (34°34’ S, 58°30’ W). Since CALMET requires twice daily upper air meteorological observations near the industrial complex. Although the model is unable to reproduce the concentration peaks exactly, the values of the statistical measures (MBE: -2.02; FB: -0.04; Willmott’s d: 0.97) suggest that the dispersion simulation approaches the concentrations patterns with acceptable accuracy. The modelling results showed that the most polluted region is the town of Ingeniero White, located to the SE of the metropolitan area, and very close to the Petrochemical Pole (see detailed analysis in Puliafito & Allende (2007) and Allende et al. (2010a)). The fair agreement between concentrations measured by the environmental authority over one year and the simulated ones with CALPUFF validated the proposed emissions and dispersion models.

3.3 The Buenos Aires case
The City of Buenos Aires (34.6° S, 58.3° W) is the Capital and largest city of Argentina, and the second largest metropolitan area (around 13 million inhabitants), in South America after São Paulo, Brazil. It is located on the western shore of the Río de la Plata estuary, on the south-eastern coast of the South American continent. Buenos Aires has a humid subtropical climate (Köppen classification) with four distinct seasons, January being the warmest month and July the coldest. Relative humidity tends to be high throughout the whole year (~ 72%). Winds that blow clean air from Río de La Plata towards the city have an annual frequency of 58.0%, and there are 3.8% calms. At present, in spite of its extension and its high population density, Buenos Aires City has only a small air quality monitoring network, mainly dedicated to capture traffic pollution in 4 points of the city. Besides this fact, there have been several measurement campaigns at different sites in the city (Arkouli et al., 2010; Bogo et al., 1999; Mazzeo et al., 2005; Reich et al., 2006). Even though there are no large industries inside the city, a great industrial complex is located in the southeast. Also, four large partly gas and heavy-oil fired power stations are located close to the river shore.

For the air pollution evaluation in the area we used the CALPUFF model in a 25 km x 25 km modelling domain, extending from 34.5° S to 34.7° S and 58.3° W to 58.6° W in a flat region with elevations up to 40 m increasing to the SW (Fig. 10). Surface meteorological observations were obtained from the local airport meteorological station in Aeroparque (34°34’ S, 58°30’ W). Since CALMET requires twice daily upper air meteorological observations near the industrial complex. Although the model is unable to reproduce the concentration peaks exactly, the values of the statistical measures (MBE: -2.02; FB: -0.04; Willmott’s d: 0.97) suggest that the dispersion simulation approaches the concentrations patterns with acceptable accuracy. The modelling results showed that the most polluted region is the town of Ingeniero White, located to the SE of the metropolitan area, and very close to the Petrochemical Pole (see detailed analysis in Puliafito & Allende (2007) and Allende et al. (2010a)). The fair agreement between concentrations measured by the environmental authority over one year and the simulated ones with CALPUFF validated the proposed emissions and dispersion models.

3.3 The Buenos Aires case
The City of Buenos Aires (34.6° S, 58.3° W) is the Capital and largest city of Argentina, and the second largest metropolitan area (around 13 million inhabitants), in South America after São Paulo, Brazil. It is located on the western shore of the Río de la Plata estuary, on the south-eastern coast of the South American continent. Buenos Aires has a humid subtropical climate (Köppen classification) with four distinct seasons, January being the warmest month and July the coldest. Relative humidity tends to be high throughout the whole year (~ 72%). Winds that blow clean air from Río de La Plata towards the city have an annual frequency of 58.0%, and there are 3.8% calms. At present, in spite of its extension and its high population density, Buenos Aires City has only a small air quality monitoring network, mainly dedicated to capture traffic pollution in 4 points of the city. Besides this fact, there have been several measurement campaigns at different sites in the city (Arkouli et al., 2010; Bogo et al., 1999; Mazzeo et al., 2005; Reich et al., 2006). Even though there are no large industries inside the city, a great industrial complex is located in the southeast. Also, four large partly gas and heavy-oil fired power stations are located close to the river shore.

For the air pollution evaluation in the area we used the CALPUFF model in a 25 km x 25 km modelling domain, extending from 34.5° S to 34.7° S and 58.3° W to 58.6° W in a flat region with elevations up to 40 m increasing to the SW (Fig. 10). Surface meteorological observations were obtained from the local airport meteorological station in Aeroparque (34°34’ S, 58°30’ W). Since CALMET requires twice daily upper air meteorological
observations for dispersion simulating, and since observations with such frequency are not available for this site, the required meteorological parameters were derived from the Weather Research and Forecasting model. The CALWRF off-line preprocessor was used to generate an intermediate three dimensional data file to be used by CALMET as a “first-guess” meteorological field. The WRF model was run with nested domains, reaching a resolution of 3 km, high enough to resolve the important meteorological features which can only be simulated by the prognostic WRF model, such as land and sea breezes.

Emissions from the power stations were estimated using emission factors of CORINAIR (EMEP/EEA, 2009) for most pollutants and IPCC (IPCC, 2006) for greenhouse gases, according to their thermal capacity and use of fuel. The emissions from oil refineries, chemical industries and storage tanks located very close to the city, near the SE border, were previously measured and included directly in the CALPUFF model. All these emissions were associated to 54 point sources. Temporal allocation of emissions was estimated using statistical data from the local Electricity Regulation Office and gross domestic product evolution for the industrial sector.

Emissions of NO\textsubscript{x}, SO\textsubscript{2} and CO due to transportation were estimated following the top-down emission model COPERT III similar to the study cases of Mendoza and Bahía Blanca (Perez Gunella et al., 2009). Daily and monthly variation of road traffic in the city is often measured, with traffic rush hours during working days being from 08:00 to 09:00 a.m. and from 07:00 to 09:00 p.m. These emissions were geographically distributed into a gridded map with cells of 300 m x 300 m (Fig. 11, right).

Residential emissions were associated with natural gas and LPG consumption, and estimated using emission factors from CORINAIR. Spatial allocation of the emissions was made proportional to the population density in the city districts and further weighted with the Unsatisfied Basic Needs index (NBI) to account for the population socioeconomic levels. The emission distribution from all sources is shown in Fig. 11 (left), and concentration patterns obtained with CALPUFF are shown in Fig. 12.

SO\textsubscript{2} concentration maxima are clearly located near the power stations. The road traffic appears to be responsible for high NO\textsubscript{x} values near major roadways (Puliafito et al., 2010; Allende et al., 2010b). Monitoring values obtained in a toll gate located in the south of the city were compared to simulated ones. For CO, the comparison is shown in Fig. 13.

Fig. 11. Left: Emission contributions for all pollutants simulated in the study area. Right: Spatial allocation for NO\textsubscript{x} traffic emissions in the city of Buenos Aires.
4. Summary and concluding remarks

The purpose of this chapter was to provide an overview of several modelling tools available for air quality evaluation, providing general and prescriptive but also flexible recommendations toward the adoption of best practice. Air Quality Models (AQM) are mathematical tools that simulate the physical and chemical processes that involve air pollutants as they disperse and react in the atmosphere. The use of AQMs improve the limitations faced by the use of the monitoring network approach by providing prediction of the temporal and spatial distribution of actual pollution levels. Modelling studies, in combination with air quality monitoring are essential and complementary tools for long and short term air pollution control strategies. A well calibrated model is a unique tool that allows the representation of the atmosphere dynamics and chemistry, including real conditions and atmospheric disturbances.

From a theoretical standpoint, AQMs were divided in short-range Gaussian models (ISC3, AERMOD), advanced urban models (CALPUFF) and complex Chemical Transport Models coupled to mesoscale atmospheric models (WRF/Chem). The greatest differences between the model types are the meteorological input required, computer resources and user experience. For each of these models, we have discussed the configurations, data requirements, applicability and some physical and chemical formulations. We have identified several important aspects for selecting the proper AQM model: a) identification of
the proper scale problem; b) the availability of meteorological data; c) the preparation of emission inventories; d) the inclusion of land use and topographical information; e) the integration of results in an adequate geographical information system; and finally f) a comparison of the simulated data to existing monitoring information, if any. From a practical point of view, and following the above scheme, the three study cases presented at the end of this chapter give practical implications for the selection of an AQM applied to different data availability, scale, topography and meteorology. We have described how to prepare the emission inventories for each case, and used local and regional AQMs to calculate the pollutant concentration. The acceptable accordance between the simulated concentrations and the monitored data confirms the proposed methodology described in this chapter.

Finally, we hope, this chapter encourages readers to use “state of the art” models since they provide the most realistic representation of the phenomena involved in the fate of pollutants released to the atmosphere.
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Leading air quality professionals describe different aspects of air pollution. The book presents information on four broad areas of interest in the air pollution field: the air pollution monitoring; air quality modeling; the GIS techniques to manage air quality; the new approaches to manage air quality. This book fulfills the need on the latest concepts of air pollution science and provides comprehensive information on all relevant components relating to air pollution issues in urban areas and industries. The book is suitable for a variety of scientists who wish to follow application of the theory in practice in air pollution. Known for its broad case studies, the book emphasizes an insightful of the connection between sources and control of air pollution, rather than being a simple manual on the subject.
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