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1. Introduction

There are many applications that would be aided by the determination of the physical position and orientation of users. Some of the applications include service robots, video conference, intelligent living environments, security systems and speech separation for hands-free communication devices (Coen, 1998; Wax & Kailath, 1983; Mungamuru & Aarabi, 2004; Sasaki et al., 2006; Lv & Zhang 2008). As an example, without the information on the spatial location of users in a given environment, it would not be possible for a service robot to react naturally to the needs of the user.

To localize a user, sound source localization techniques are widely used (Nakadai et al., 2000; Brandstein & Ward, 2001; Cheng & Wakefield, 2001; Sasaki et al., 2006). Sound localization is the process of determining the spatial location of a sound source based on multiple observations of the received sound signals. Current sound localization techniques are generally based upon the idea of computing the time difference of arrival (TDOA) information with microphone arrays (Knnapp & Cater, 1976; Brandstein & Silverman, 1997). An efficient method to obtain TDOA information between two signals is to compute the cross-correlation of the two signals. The computed correlation values give the point at which the two signals from separate microphones are at their maximum correlation. When only two isotropic (i.e., not directional as in the mammalian ear) microphones are used, the system experiences front-back confusion effect: the system has difficulty in determining whether the sound is originating from in front of or behind the system. A simple and efficient method to overcome this problem is to incorporate more microphones (Huang et al., 1999).

Various weighting functions or pre-filters such as Roth, SCOT, PHAT, Eckart filter and HT can be used to increase the performance of time difference estimation (Knnapp & Cater, 1976). However, the performance improvement is achieved with the penalty of large power consumption and hardware overhead, which may not be suitable for the implementation of portable systems such as service robots.

In this chapter, we propose an efficient sound source localization method under the assumption that three isotropic microphones are used to avoid the front-back confusion.
effect. By the proposed approach, the region from $0^\circ$ to $180^\circ$ is divided into three regions and only one of the three regions is selected for the sound source localization. Thus considerable amount of computation time and hardware cost can be reduced. In addition, the estimation accuracy is improved due to the proper choice of the selected region.

2. Sound localization using TDOA

If a signal emanated from a remote sound source is monitored at two spatially separated sensors in the presence of noise, the two monitored signals can be mathematically modeled as

\[ x_1(t) = s_1(t) + n_1(t), \]
\[ x_2(t) = a s_1(t - D) + n_2(t), \]  

(1)

where $a$ and $D$ denote the relative attenuation and the time delay of $x_2(t)$ with respect to $x_1(t)$, respectively. It is assumed that signal $s_1(t)$ and noise $n_1(t)$ are uncorrelated and jointly stationary random processes. A common method to determine the time delay $D$ is to compute the cross correlation

\[ R_{x_1 x_2}(\tau) = E[x_1(t)x_2(t - \tau)], \]

(2)

where $E$ denotes expectation operator. The time argument at which $R_{x_1 x_2}(\tau)$ achieves a maximum is the desired delay estimate.

Fig. 1 shows the sound localization test environments using two microphones. We assume that the sound waves arrive in parallel to each microphone as shown in Fig. 1. Then, the time delay $D$ can be expressed as

\[ D = \frac{d}{v_{\text{sound}}} = \frac{l_{\text{mic}} \cos \phi}{v_{\text{sound}}}, \]

(4)

where $v_{\text{sound}}$ denotes the sound velocity of 343m/s. Thus, the angle of the sound source is computed as

\[ \phi = \cos^{-1} \frac{D v_{\text{sound}}}{l_{\text{mic}}} = \cos^{-1} \frac{d}{l_{\text{mic}}}. \]

(5)

If the sound wave is sampled at the rate of $f_s$, and the sampled signal is delayed by $n_d$ samples, the distance $d$ can be computed as
\[ d = \frac{v_{\text{sound}} n_d}{f_s}. \]  

(6)

In Fig. 1, since \( d \) is a side of a right-angled triangle, we have

\[ d < l_{\text{mic}}. \]  

(7)

Thus, when \( d = l_{\text{mic}} \) in (6), the number of maximum delayed samples \( n_{d,\text{max}} \) is obtained as

\[ n_{d,\text{max}} = \frac{f_s l_{\text{mic}}}{v_{\text{sound}}}. \]  

(8)

3. Proposed sound source localization method

3.1 Region selection for sound localization

The desired angle in (5) is obtained using the inverse cosine function. Fig. 2 shows the inverse cosine graph as a function of \( d \). Since the inverse cosine function is nonlinear, \( \Delta d \) (estimation error in \( d \)) has different effect on the estimated angle depending on the sound source location. Fig. 3 shows the estimation error (in degree) of sound source location as a function of \( \Delta d \). As can be seen from Fig. 3, \( \Delta d \) has smaller effect for the sources located from 60° to 120°. As an example, when the source is located at 90° with the estimation error \( \Delta d = 0.01 \), the mapped angle is 89.427°. However, if the source is located at 0° with the estimation error \( \Delta d = 0.01 \), the mapped angle is 8.11°. Thus, for the same estimation error \( \Delta d \), the effect for the source located at 0° is 14 times larger than that of the source at 90°. To efficiently implement the inverse cosine function, we consider the region from 60° to 120° as approximately linear as shown in Fig. 2.

![Fig. 2. Inverse cosine graph as a function of \( d \)](www.intechopen.com)
Fig. 3. Estimation error of sound source location as a function of $\Delta d$

Fig. 4 shows the front-back confusion effect: the system has difficulty in determining whether the sound is originating from in front of (sound source A) or behind (sound source B) the system. A simple and efficient method to overcome this problem is to incorporate more microphones. In Fig. 5, three microphones are used to avoid the front-back confusion effect, where L, R and B mean the microphones located at the left, right and back sides, respectively. In this chapter, to apply the cross-correlation operation in (2), for each arrow between the microphones in Fig. 5, the signal received at the tail part and the head part are designated as $x_1(t)$ and $x_2(t)$, respectively.

In conventional approaches, correlation functions are calculated between each microphone pair and mapped to angles as shown in Fig. 6-(a), (b) and (c). Notice that, due to the front-back confusion effect, each microphone pair provides two equivalent maximum values. Fig. 6-(d) is obtained by adding the three curves. In Fig. 6-(d), the angle corresponding to the maximum magnitude is the desired sound source location.

![Fig. 3. Estimation error of sound source location as a function of $\Delta d$](www.intechopen.com)

![Fig. 4. Front-back confusion effect](www.intechopen.com)
Fig. 5. Sound source localization using three microphones

Fig. 6. Angles obtained from microphone pairs: (a) L-R, (b) B-L, (c) R-B, and (d) (L-R)+ (B-L)+(R-B)
Due to the nonlinear characteristic of the inverse cosine function, the accuracy of each estimation result is different depending on the source location. Notice that in Fig. 5, wherever the source is located, exactly one microphone pair has the sound source within its approximately linear region (60°~120° or 240°~300° for the microphone pair). As an example, if a sound source is located at 30° in Fig. 5, the location is within the approximately linear region for L-B pair. Table 1 summarizes the choice of proper microphone pairs for six different source locations.

The proper selection of microphone pairs can be achieved by comparing the time index \( \tau_{\text{max}} \) values (or, the number of shifted samples) in (2) at which the maximum correlation values are obtained. Fig. 7 shows the comparison of the correlation values obtained from three microphone pairs when the source is located at 90°. For the smallest estimation error, we select the microphone pair whose \( \tau_{\text{max}} \) value is closest to 0. Notice that the correlation curve in the center (by the microphone pair R-L) has the \( \tau_{\text{max}} \) value which is closest to 0.

In fact, for the smallest estimation error, we just need to select the correlation curve in the center. As an example, assume that a sound source is located at 90° in Fig. 5. Then, for the microphone pair R-L, the two signals arrived at the microphones R and L have little difference in their arrival times since the distances from the source to each microphone are almost the same. Thus, the cross correlation has its maximum around \( \tau = 0 \). However, for L-B pair, the microphone L is closer to the source than the microphone B. Since the received signals at microphones B and L are designated as \( x_1(t) \) and \( x_2(t) \), respectively, the cross correlation has its maximum around \( \tau = \Delta \).

![Fig. 7. Comparison of the correlation values obtained from three microphone pairs for the source located at 90°](image-url)
correlation in (2) gets its maximum when $x_2(t)$ is shifted to the right ($\tau > 0$). The opposite is true for the microphone pair B-R as can be seen from Fig. 7.

Table 2 shows that proper microphone pairs can be simply selected by comparing maximum correlation positions (or, $\tau_{\text{max}}$ values from each microphone pair).

<table>
<thead>
<tr>
<th>Maximum correlation positions</th>
<th>Proper Mic.</th>
<th>Front / Back</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{\text{max}} (\text{BR}) \leq \tau_{\text{max}} (\text{RL}) \leq \tau_{\text{max}} (\text{LB})$</td>
<td>R-L</td>
<td>Front</td>
</tr>
<tr>
<td>$\tau_{\text{max}} (\text{BR}) \leq \tau_{\text{max}} (\text{LB}) \leq \tau_{\text{max}} (\text{RL})$</td>
<td>L-B</td>
<td>Front</td>
</tr>
<tr>
<td>$\tau_{\text{max}} (\text{RL}) \leq \tau_{\text{max}} (\text{BR}) \leq \tau_{\text{max}} (\text{LB})$</td>
<td>B-R</td>
<td>Front</td>
</tr>
<tr>
<td>$\tau_{\text{max}} (\text{LB}) \leq \tau_{\text{max}} (\text{RL}) \leq \tau_{\text{max}} (\text{BR})$</td>
<td>R-L</td>
<td>Back</td>
</tr>
<tr>
<td>$\tau_{\text{max}} (\text{RL}) \leq \tau_{\text{max}} (\text{LB}) \leq \tau_{\text{max}} (\text{BR})$</td>
<td>L-B</td>
<td>Back</td>
</tr>
<tr>
<td>$\tau_{\text{max}} (\text{LB}) \leq \tau_{\text{max}} (\text{BR}) \leq \tau_{\text{max}} (\text{RL})$</td>
<td>B-R</td>
<td>Back</td>
</tr>
</tbody>
</table>

Table 2. Selection of proper microphone pair

If the sampled signals of $x_1(t)$ and $x_2(t)$ are denoted by two vectors $X_1$ and $X_2$, the length of the cross-correlated signal $R_{X_1X_2}$ is determined as

$$n(R_{X_1X_2}) = n(X_1) + n(X_2) - 1,$$

where $n(X)$ means the length of vector $X$. In other words, to obtain the cross-correlation result, vector shift and inner product operations need to be performed by $n(R_{X_1X_2})$ times.

It is interesting to notice that, once the distance between the microphones and the sampling rate are determined, the maximum time delay between two received signals is bounded by $n_{d,\text{max}}$ in (8). Thus, instead of performing vector shift and inner product operations by $n(R_{X_1X_2})$ times as in the conventional approaches, it is sufficient to perform the operations by only $n_{d,\text{max}}$ times. Specifically, we perform the correlation operation from $n = -n_{d,\text{max}}/2$ to $n = n_{d,\text{max}}/2$ (for sampled signals, $\tau = n / f_s$, integer $n$). In the simulation shown in Fig. 7, $n(X_1) = n(X_2) = 256$ and $n_{d,\text{max}} = 64$. Thus, the number of operations for cross-correlation is reduced from 511 to 65 by the proposed method, which means the computation time for cross-correlation can be reduced by 87%.

### 3.2 Simplification of angle mapping using linear equation

Conventional angle mapping circuits require a look-up table for inverse cosine function. Also, an interpolation circuit is needed to obtain a better resolution with reduced look-up table. However, since the proposed region selection approach uses only the approximately linear part of the inverse cosine function, the use of look-up table and interpolation circuit can be avoided. Instead, the approximately linear region is approximated by the following equation:

$$y = ax + b,$$

where $a$ and $b$ are constants determined by the approximate linear region of the inverse cosine function.
where

\[ a = \frac{-60}{(\cos \pi/3 - \cos 2\pi/3) \times l_{\text{mic}}}, \]

\[ b = 120 + \frac{60 \cos 2\pi/3}{(\cos \pi/3 - \cos 2\pi/3)}. \]  

(11)

When the distance between the two microphones is given, the coefficients \( a \) and \( b \) in (10) can be pre-calculated. Thus, angle mapping can be performed using only one multiplication and one addition for a given value of \( d \).

Fig. 8 shows the block diagrams of the conventional sound source localization systems and the proposed system.

Fig. 8. Block diagrams of conventional and proposed methods: (a) conventional method, and (b) proposed method.

4. Simulation results

Fig. 9 shows the sound source localization system test environments. The distance between the microphones is 18.5cm. The sound signals received using three microphones are sampled at 16 KHz and the sampled signals are sent to the sound localization system implemented using Altera stratiX II FPGA. Then, the estimation result is transmitted to a host PC through two FlexRay communication systems. The test results are shown in Table 3. Notice that the average error of the proposed method is only 31% of that of the conventional method. To further reduce the estimation error, we need to increase the sampling rate and the distance between the microphones.
Fig. 9. Sound localization system test environments

<table>
<thead>
<tr>
<th>Distance</th>
<th>0°</th>
<th>30°</th>
<th>60°</th>
<th>90°</th>
</tr>
</thead>
<tbody>
<tr>
<td>1m</td>
<td>0°</td>
<td>27°</td>
<td>56°</td>
<td>88°</td>
</tr>
<tr>
<td>2m</td>
<td>0°</td>
<td>27°</td>
<td>59°</td>
<td>85°</td>
</tr>
<tr>
<td>3m</td>
<td>0°</td>
<td>27°</td>
<td>59°</td>
<td>88°</td>
</tr>
<tr>
<td>4m</td>
<td>2.5°</td>
<td>34°</td>
<td>57°</td>
<td>95°</td>
</tr>
<tr>
<td>5m</td>
<td>4.1°</td>
<td>37°</td>
<td>67°</td>
<td>82°</td>
</tr>
<tr>
<td>Maximum absolute error</td>
<td>4.1°</td>
<td>7°</td>
<td>7°</td>
<td>8°</td>
</tr>
<tr>
<td>average error</td>
<td>1.32°</td>
<td>4°</td>
<td>3.2°</td>
<td>4.4°</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th>Distance</th>
<th>0°</th>
<th>30°</th>
<th>60°</th>
<th>90°</th>
</tr>
</thead>
<tbody>
<tr>
<td>1m</td>
<td>0°</td>
<td>32.7°</td>
<td>60°</td>
<td>87.2°</td>
</tr>
<tr>
<td>2m</td>
<td>0°</td>
<td>32°</td>
<td>59°</td>
<td>85°</td>
</tr>
<tr>
<td>3m</td>
<td>0°</td>
<td>32.7°</td>
<td>60°</td>
<td>87.2°</td>
</tr>
<tr>
<td>4m</td>
<td>1°</td>
<td>28°</td>
<td>62°</td>
<td>86°</td>
</tr>
<tr>
<td>5m</td>
<td>2°</td>
<td>33°</td>
<td>61°</td>
<td>92°</td>
</tr>
<tr>
<td>Maximum absolute error</td>
<td>2°</td>
<td>3°</td>
<td>2°</td>
<td>4°</td>
</tr>
<tr>
<td>average error</td>
<td>0.6°</td>
<td>2.48°</td>
<td>0.8°</td>
<td>3.32°</td>
</tr>
</tbody>
</table>

(b)

Table 3. Simulation results: (a) conventional method, and (b) proposed method

5. Conclusion

Compared with conventional sound source localization methods, proposed method achieves more accurate estimation results with reduced hardware overhead due to the new region selection approach. By the proposed approach, the region from 0° to 180° is divided into three regions and only one of the three regions is selected such that the selected region corresponds to the linear part of the inverse cosine function. By the proposed approach, the
computation time for cross correlation is reduced by 87%, compared with the conventional approach. By simulations, it is shown that the estimation error by the proposed method is only 31% of that of the conventional approach.

The proposed sound source localization system can be applied to the implementation of portable service robot systems since the proposed system requires small area and low power consumption compared with conventional methods. The proposed method can be combined with generalized correlation method with some modifications.
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7. References


Sound source localization is an important research field that has attracted researchers' efforts from many technical and biomedical sciences. Sound source localization (SSL) is defined as the determination of the direction from a receiver, but also includes the distance from it. Because of the wave nature of sound propagation, phenomena such as refraction, diffraction, diffusion, reflection, reverberation and interference occur. The wide spectrum of sound frequencies that range from infrasounds through acoustic sounds to ultrasounds, also introduces difficulties, as different spectrum components have different penetration properties through the medium. Consequently, SSL is a complex computation problem and development of robust sound localization techniques calls for different approaches, including multisensor schemes, null-steering beamforming and time-difference arrival techniques. The book offers a rich source of valuable material on advances on SSL techniques and their applications that should appeal to researchers representing diverse engineering and scientific disciplines.
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