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1. Introduction

Recently, Image Signal Processing (ISP) has become an interesting research field, along with the development and emergence of various image capturing systems. These image systems include digital still cameras, surveillance systems, webcams, camcorders, etc… ISP is any form of signal processing for which the input is an image, such as photographs or frames of video; the output of image processing can be either an image or a set of characteristics or parameters related to the image. Most image-processing techniques involve treating the image as a two-dimensional signal and applying standard signal-processing techniques to it. ISP helps visually optimize raw output images captured with image sensors located in image systems.

For most of such devices, auto exposure (AE) has become one major function which automatically adjust the amount of incident light on the image sensor so as to utilize its full dynamic range, or for proper exposure. To control the amount of incident light, cameras adjust the aperture, shutter speed, or both. If the exposure time is not long enough, output images will appear darker than actual scenes, which is called under-exposure. On the other hand, if the exposure time is too much, output images will appear much brighter than actual scene, which is called over-exposure. Both cases result in a loss of details and image would possess a bad quality. Only at an appropriate exposure can a camera provide good pictures with the most details.

Many AE algorithms have been developed (Liang et al., 2007), (Shimizu et al., 1992), (Murakami & Honda, 1996) and (Lee et al., 2001) to deal with high-contrast lighting conditions. Some of them employ fuzzy method while others use various ways of segmentation. However, most of these algorithms have some drawbacks on either their accuracy or on the complexity, or both while estimating lighting conditions.

According to the research (Liang et al., 2007), it is difficult to discriminate back-lit conditions from front-lit conditions using histogram methods (Shimizu et al., 1992) and (Murakami & Honda, 1996). Further simulations in this paper shows that the tables and criteria used to estimate lighting conditions are confusing and not consistent. These methods tend to address only excessive back-lighting and front-lighting conditions as well as how to distinguish between these two conditions.
Other algorithms such as (Murakami and Honda, 1996) and (Lee et al., 2001) used fixed-window segmentation methods to estimate the brightness and lighting conditions. The main drawback of these algorithms is the inflexibility. Most of these algorithms, including (Liang et al., 2007) assume that there is a main object in each image; therefore, they can not work well with images that have no main objects, only normal sceneries, or images in which a main object is not located at the centre. Furthermore, the gain coefficients for each region in a picture are different, hence color and brightness distortion may occur.

In (Kao et al., 2006), multiple exposure methods were presented to improve the dynamic range of output pictures. Simulation results showed that its algorithm might easily lead to color inconsistency and bad chromatic transitions.

This paper introduces a new approach to control AE which can be used to determine the degree of contrast lighting employing a simple and quick method which is presented in Section 3. Section 4 describes how to decide if the condition is normal lit, excessive back lit or just a condition with a high dynamic range. Then the algorithm uses a simple multiple exposure mechanism to improve the dynamic range of the output image so that more details can be revealed. In Section 5, simulation results are presented. Finally, conclusions are given in Section 6.

### 3. AE algorithm for lighting-condition detection

#### 3.1 Lighting condition detecting

Lighting conditions can be generally classified as normal-lit, excessive back-lit or high contrast. A back lighting condition is a scene in which light sources are located behind the whole scenery or main objects. In this case, the brightness of the background is much higher than that of the main object. A high contrast lighting condition is a scene that consists of many regions of very different brightness levels. Front lighting conditions can also be considered as high contrast lighting. These are the conditions in which light sources are located in front of and somehow close to the main object and therefore, the brightness of that main object is much higher than that of the background.

Usually, it is not very difficult at all to capture images of normal lit or normal illuminated scenes. However, in the cases of excessive back-lit and high contrast lighting conditions, output images may lose a significant amount of details. A picture taken in such a condition may contain regions that are much darker or brighter than the actual ambient scene. If the
exposure value is set such that dark objects and regions look bright enough to see, then other bright objects and regions will be too bright or over-exposed. On the contrary, if the exposure value is set such that bright objects and areas become adequately bright enough to human eyes, then other objects and areas will be too dark or under-exposed to distinguish each separate detail. Estimating lighting conditions accurately can help a camera device decide how to compensate its exposure value for better output pictures.

To determine the degree of lighting conditions, the proposed method uses the relationship between the mean value and median value of an image.

The mean value is simply the average component value of all elements in an array, or particularly of all pixels in an image. A component can be a color component (R, G, or B) or the brightness level.

The median value is the value of the middle element in a sorted array. This array is an array of brightness levels of all pixels in an image. Note that since the element at the middle is taken into account, the array can be sorted either ascendingly or descendingly without affecting the value of the middle element. Fig. 2 illustrates the difference between these two values.

![Fig. 2. Mean and median values of an array](image)

According to Fig. 2, although the average value is somewhere in the middle of the range, the median value is much smaller than the mean value. This is because the number of small value elements outweighs that of large value ones. For a sorted large-size array, if the values of all elements increase or decrease steadily, the difference between the mean and the median values is not significant. However, if the values of all items increase or decrease abruptly somewhere within the array, then the middle item may have a very large or very small value, depending on the outweighing number of large-value or small-value elements. This leads to a significant difference between the mean and the median values.

The idea of estimating the relationship between the mean and median values of an array can be applied to lighting condition detection. Since the total number of pixels in an image is very large, that idea will be even more accurate and applicable. In the case of normal lighting conditions, the brightness level of all pixels follows a steady distribution throughout the whole color and brightness ranges of each image. Therefore, the mean value just differs a little from the median value. On the contrary, in the cases of high contrast lighting and back lighting conditions, for under- or appropriate exposure value, the median value of the brightness levels tends to reside in the small-value section and hence, it differs much from the average value of the whole array of all pixels.

Fig. 3 illustrates the use of the relationship between these two values in detecting illuminating conditions. Note that $Bl_{\text{mean}}$ and $Bl_{\text{med}}$ denote the mean and the median value of the brightness level, respectively, $D_L$ denotes the difference between the two values, and $D_{\text{thres}}$ denotes the threshold value.
The next issue is to decide the value of brightness level of an image. Unlike most high end camera systems, low end camera platforms employ CMOS image sensors that produce output images in the RGB form. Most conventional systems perform the conversion from RGB to another color space such as YCbCr in order to reveal the luminance value $Y$. However, since the green component ($G$) contributes the most to the brightness of an image, $G$ can be used directly as the brightness level without introducing much difference from $Y$. This can help reduce the complexity and processing time of the overall architecture. Experimental results of (Liang et al., 2007) demonstrate the similarity between $Y$ and $G$. Referring back to Fig. 3, all brightness values ($B_{\text{mean}}$, $B_{\text{med}}$) are exactly values of $Y$ (luminance) component of each image. The following table provides corresponding brightness values in term of $G$ component for images in Fig. 3.

$$
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{Image} & B_{\text{mean}} & & B_{\text{med}} & & D_L \\
\hline
& G & Y & G & Y & G & Y \\
\hline
(a) & 111 & 112 & 103 & 103 & 8 & 9 \\
(b) & 116 & 118 & 76 & 79 & 40 & 39 \\
(c) & 120 & 120 & 99 & 100 & 21 & 20 \\
\hline
\end{array}
$$

Table 1. $G$ and $Y$ component as brightness level of images in Fig. 3
In brief, the G component of an RGB image will be used as the luminance when estimating lighting conditions. It is the relationship between the mean and median G values of an image to be used as the criterion to judge illuminating conditions. For under- and properly exposed pictures, if the difference between these two values is minor, the scene is normal lit; otherwise the scene is excessive back-lit or it possesses a high dynamic range illumination. This relationship will be used in the AE mechanism to help control the exposure value depending on lighting conditions. In term of implementation, the hardware required to compute the mean and median value is simple and among basic blocks. Thus, this method is really effective in terms of processing time and implementation.

3.2 Auto exposure

The proposed AE method addresses image capturing systems that employ CMOS image sensor and that have limited capabilities. According to (Liang et al., 2007) and (Kuno et al., 1998), the relationship between the luminance value and the exposure factors can be expressed as:

\[ BL = k \times L \times G \times T \times (F/\#)^2 \]  

(1)

where \( BL \) is the brightness level of the captured image, \( k \) is a constant, \( L \) is the luminance of the ambient light, \( G \) is the gain of the automatic gain control, \( F/\# \) is the aperture value, and \( T \) is the integration time.

This basic equation is used in combination with \( BL_{\text{mean}}, BL_{\text{med}}, D_L, \) and \( D_{\text{thres}} \) to enhance the proposed modified AE algorithm.

Let \( BL_n \) and \( BL_{opt} \) denote the brightness levels of the current frame and the frame taken with optimal exposure time. For a certain scene and when both frames are taken continuously within a very short time, \( L \) and \( G \) remain almost the same. For most cell phones and surveillance cameras employing CMOS technologies, the aperture is fixed at its maximum value, thus \( F/\# \) is constant. The exposure function (1) for the current frame and the frame taken with optimal exposure time are:

\[ BL_n = k \times L \times G \times T_n \times (F/\#)^2 \]  

(2)

\[ BL_{opt} = k \times L \times G \times T_{opt} \times (F/\#)^2 \]  

(3)

where \( T_n \) and \( T_{opt} \) are the current and optimal integration time values.

By dividing (2) by (3), the relationship between \( BL_n \) and \( BL_{opt} \) can be expressed as:

\[ \frac{BL_n}{BL_{opt}} = \frac{k \times L \times G \times T_n \times (F/\#)^2}{k \times L \times G \times T_{opt} \times (F/\#)^2} \]  

(4)

\[ [BL_n / BL_{opt}] = [T_n / T_{opt}] \]  

(5)

\[ \log_2 BL_n - \log_2 BL_{opt} = \log_2 T_n - \log_2 T_{opt} \]  

(6)

\[ \log_2 T_{opt} = \log_2 T_n - \log_2 BL_n + \log_2 BL_{opt} \]  

(7)
The proposed algorithm uses $Bl_{mean}$ to control AE based on the idea of mid-tone in an iterative way. The mid-tone idea assumes that the optimal exposure value should be around 128 which is the middle value of the range $[0, 255]$. However, unlike (Liang et al., 2007), in this paper, the optimal brightness level is not fixed. $Bl_{opt}$ may be changed according to the lighting conditions. Besides, since the camera response is not totally linear, the actual values in each condition are obtained by performing a series of experiments. A lot of pictures were taken under different lighting conditions in order to obtain the most suitable optimal values of $Bl_{opt}$ for normal lighting, back lighting or high contrast lighting conditions, and lighting conditions when the current picture is over exposed. These optimal values are expected to be close to the mid-tone value 128, which means that the values of $\log_2 Bl_{opt}$ should be close to $\log_2 128=7$.

Let $Bl_{opt}^{norm}$ denote the optimal brightness level in the case of normal-lit conditions with low exposure time, $Bl_{opt}^{bkdr}$ denote the optimal value in the case of back lighting or high contrast lighting conditions with low exposure time, and let $Bl_{opt}^{over}$ denote the optimal value in the case of over exposure.

In real implementation, (7) is convenient for data to be stored in look-up tables (LUT). The values of $Bl_{mean}$, $Bl_{nr}$, and $T_n$ all reside in the range $[0..255]$, which means that there are only 256 possible values for each of these variables. Therefore, for each variable, a LUT can be used to store the corresponding logarithm value of each possible value. Other operators in (7) are just simple additions and subtractions which consume little hardware and processing time. The mid-tone range $Bl_{mt}$ is $[100, 130]$. After capturing the first frame, the values of $Bl_{mean}$ and $Bl_{med}$ are calculated and are used to decide the value of $Bl_{opt}$ as described in Fig. 4. After this stage, the optimal exposure time is obtained using (7). Note that due to the non-linearity of sensors, this mechanism is supposed to be carried out iteratively until $Bl_{mean}$ falls into $Bl_{mt}$.

Different appropriate values of $Bl_{opt}$ help reduce the number of iterations instead of just one common $Bl_{opt}$ for all lighting conditions.

![Fig. 4. Deciding value for $Bl_{opt}$](image-url)
4. Multiple exposure

Multiple exposure is supposed to enhance the details of an output picture by fusing multiple images of the same scene taken at different exposures. In general, multiple image fusion is really difficult to implement in terms of both complexity and speed. Image fusion also barely provides good enough quality. The main reason is image fusion involves in only luminance signal control since this mechanism is based on images of different exposure values. It is therefore hard to estimate the relationship between the luminance and the chromatic channels which is required to maintain good and real colors in the fused output image. So far it is well-known that only human eyes can do all these functions the best and in a really miracle way. Several multiple exposure algorithms have been introduced but in most cases, they tend to increase hardware cost and decrease color performance.

For low end camera systems, multiple exposure would not be a good choice due to those above reasons. The solution is to equip them with better sensors that have better dynamic range. However, this would also increase the cost. On the contrary, one more reason that limits multiple exposure performance is that existing algorithms don’t consider lighting conditions when fusing images. In order to overcome those problems and make multiple exposure applicable to low end systems, this paper proposes a simple algorithm taking into account the lighting condition. The general idea of multiple exposure is described in Fig. 5.

Note that the modified $Bl_{int}$ is [90, 130] and is slightly different from standard $Bl_{int}$.

The two images are simply fused together as follows:

$$F_X(x, y) = (F_X^{lo}(x, y) + F_X^{hi}(x, y)) / 2$$  \hspace{1cm} (8)
where \( F_X(x, y) \) is the color value of the pixel \((x, y)\), \( X \) is either R, G, or B component, \( lo \) is low exposure and \( hi \) is high exposure. This step includes just one basic function, which is simple and easy to implement.

The multiple exposure mechanism can bring more details to dark areas and over-exposed areas. The frame taken with a lower exposure time provides details; on the other hand, the frame taken with a higher exposure time brightens the fused image.

This multiple exposure mechanism is also important to lighting condition estimation. By judging the difference values between the mean and median brightness values of an image before and after fusion, the degree of high contrast lighting can be revealed as excessive back lighting (back lighting) or just high contrast lighting.

5. Simulations

Simulations were carried out using a simple platform employing CMOS image sensors (CIS) with parameter values as follows:

\[
\begin{align*}
D_{\text{thres}} &= 20 \\
\log_2 B_{\text{norm}}^{\text{opt}} &= 6.8 \\
\log_2 B_{\text{lo}}^{\text{opt}} &= 7 \\
\log_2 B_{\text{over}}^{\text{opt}} &= 6.36 \\
B_{\text{int}} &= [100, 130] \\
\text{Modified } B_{\text{int}} &= [90:130]
\end{align*}
\]

Fig. 6 illustrates results of the stage of automatic exposure including the multiple exposure function since this function helps decide accurately lighting conditions. All lighting conditions were addressed during evaluation. According to Fig. 6, in the case of high dynamic range scenes, only after one image fusion can the system decide if the picture is just high contrast lit or excessive back-lit.

Simulation results show that the proposed AE algorithm can detect lighting conditions accurately and does not require much computation. Furthermore, the algorithm is independent from the position of the light source and can work well with images with or without a main object.

Because of the non-linear characteristics of CMOS sensors, sometimes it requires that the AE algorithm be iterated more than once since the first calculated exposure value does not return a value in the range of \( B_{\text{int}}^{\text{man}} \) in \( B_{\text{int}} \). Therefore, the overall AE mechanism may include more than one adjusting time.

Tables 2 – 4 demonstrate simulation results for all cases of lighting conditions. Both Y channel (luminance component in the YCbCr format) and G channel are observed. Simulation results show that G component can be used as the luminance of an image without any significant difference. Furthermore, the lighting condition of each scene is correctly detected as its real condition. In most cases, the number of times the AE mechanism is iterated is less than two. This indicates that the proposed algorithm provides a high accuracy rate and fastens the overall performance.

Table 2 describes simulation results of back-lit conditions. The values of \( D_L \) after AE controlling and after fusion show that fused images provide more details than un-fused ones. This ability is very useful for camera systems that employ CMOS image sensors with limited dynamic range.

In Table 3, scenes possessing high dynamic range (HDR) conditions are evaluated. After AE controlling, the multiple exposure mechanism is carried out twice. The values of \( D_L \) also indicate that fused images provide more details than un-fused ones.
Fig. 6. Simulations with AE algorithm

<table>
<thead>
<tr>
<th>Scene</th>
<th>Starting Values</th>
<th>Times</th>
<th>After AE</th>
<th>After Fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$B_l$</td>
<td>$D_L$</td>
<td>$B_{ln}$</td>
<td>$D_L$</td>
</tr>
<tr>
<td>(1)</td>
<td>156</td>
<td>8</td>
<td>40</td>
<td>118</td>
</tr>
<tr>
<td>(2)</td>
<td>130</td>
<td>27</td>
<td>42</td>
<td>107</td>
</tr>
<tr>
<td>(3)</td>
<td>160</td>
<td>-6</td>
<td>39</td>
<td>121</td>
</tr>
<tr>
<td>(4)</td>
<td>173</td>
<td>-78</td>
<td>39</td>
<td>111</td>
</tr>
<tr>
<td>(5)</td>
<td>87</td>
<td>49</td>
<td>45</td>
<td>115</td>
</tr>
</tbody>
</table>

Table 2. Evaluation of back-lighting conditions

Table 4 describes simulation results of images taken in normal-lit conditions. The simulation also shows further values of these pictures after fusing using two images taken at half and 1.5 times the optimal exposure time. These experiment results indicate that this multiple exposure mechanism can also provide more details in output images for surveillance systems.
After AE After Fusion
Starting Values

<table>
<thead>
<tr>
<th>Scene</th>
<th>Starting Values</th>
<th>Times</th>
<th>After AE</th>
<th>After Fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bln</td>
<td>Dl</td>
<td></td>
<td>Dl</td>
</tr>
<tr>
<td>(1)</td>
<td>84</td>
<td>22</td>
<td>2</td>
<td>21</td>
</tr>
<tr>
<td>(2)</td>
<td>22</td>
<td>13</td>
<td>2</td>
<td>32</td>
</tr>
<tr>
<td>(3)</td>
<td>77</td>
<td>29</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>(4)</td>
<td>169</td>
<td>-33</td>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>*(5)</td>
<td>37</td>
<td>15</td>
<td>1</td>
<td>45</td>
</tr>
</tbody>
</table>

Table 3. Evaluation of high contrast lighting conditions

*night scene taken with the system’s maximum exposure value; thus no fusion was carried out after AE.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Starting Values</th>
<th>Times</th>
<th>After AE</th>
<th>After Fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bln</td>
<td>Dl</td>
<td></td>
<td>Dl</td>
</tr>
<tr>
<td>(1)</td>
<td>79</td>
<td>-3</td>
<td>1</td>
<td>-11</td>
</tr>
<tr>
<td>(2)</td>
<td>82</td>
<td>14</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>(3)</td>
<td>8</td>
<td>3</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>(4)</td>
<td>40</td>
<td>11</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>*(5)</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4. Evaluation of normal lighting conditions

*night scene taken with the system’s maximum exposure value.

The proposed algorithm was also applied on a hi-end digital still camera (DSC) in combination with a computer-based software for experiments. Even though the CCD of the DSC has a much better dynamic range than the CIS, this method still improved the ability of estimating lighting conditions as well as details of output pictures. Simulations were carried out with the same scene but under different lighting conditions to illustrate the performance of the algorithm as depicted in Fig. 7 and Fig. 8. In the case of normal-lighting (Fig. 8b), the built-in and the proposed mechanisms introduced relevant outputs in terms of exposure and details. Evaluations were performed under the condition of no flash for better comparisons. Although the proposed algorithm can only slightly improves the performance of the DSC, it still helps estimate lighting conditions accurately.

6. Conclusion

A new AE algorithm with lighting condition detecting capability has been introduced. The proposed architecture mainly addresses platforms employing CMOS Image Sensor, most of which have limited capabilities. However, the new and simple method for estimating lighting conditions is also widely applicable to other hi-end platforms. The proposed algorithm can quickly estimate an appropriate exposure value after a small number of frames. It can also improve the accuracy and enhance the details of output images, owing to the simple multiple exposure mechanism. Using the new mechanism to detect lighting conditions, the system is flexible and can work well with most images without being affected by the positions of light sources and main objects. Since the algorithm is not computationally complicated, it can be fitted in most CMOS platforms that have limited capabilities such as cell phones and/or surveillance cameras.
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Before AE

\[ B_{\text{mean}} = 73 \]
\[ B_{\text{med}} = 23 \]
\[ D_L = 50 > D_{\text{thres}} \]

After AE

\[ B_{\text{mean}} = 104 \]
\[ B_{\text{med}} = 62 \]
\[ D_L = 42 > D_{\text{thres}} \]

After Fusion

\[ B_{\text{mean}} = 106 \]
\[ B_{\text{med}} = 69 \]
\[ D_L = 37 > D_{\text{thres}} \]

DSC Auto Mode

\[ B_{\text{mean}} = 75 \]
\[ B_{\text{med}} = 25 \]
\[ D_L = 50 \]

Fig. 7. Back-lighting/excessive lighting condition with DSC

In the future, the multiple exposure method should be further improved so that no luminance cast is introduced and the degree of lighting conditions can be more precisely estimated. Furthermore, besides AE, there are two other important ISP functions: AF, and AWB. Future research would focus on implementing these two functions such that the relationship between the mean and the median values of each color channel can be further exploited, thus the resource and the result of AE stage can be re-used to reduce the computing time and the hardware required.
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Fig. 8. High dynamic range and normal-lighting conditions with DSC
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